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ABSTRACT

A compilation and analysis of the Towa City Ralston Creek hourly pre-
cipitation record is made prior to the development of a stochastic data
generation precipitation model intended for use in urban flooding hazard
studies. The model is to be used to estimate the return periods of ex-
treme storm events by means of extensive data generation. An unbroken
historical record of 33 years of point hourly precipitation accumulations is
constructed from a high density recording gage network within the water-
shed, A stochastic precipitation model, using statistical values computed
from the historical data, is proposed for the fime occurrence and intensity
of storm events, The model is constructed for each of six divisions of
the year to represent the seasonal non-stationarity observed in the histori-
cal data,

Related wet time intervals, corresponding to an independent storm
event, are scheduled by an interarrival time model using a fitted exponen-
tial distribution. Intrastorm structure is described in terms of 'storm
segments'', corresponding to the passage of a storm rainfall cell or group
of cells, The location in time and the duration of storm segments can be
entirely specified by independent random variables whose distributions are
estimated from the data, thus avoiding traditional computation difficulties
in modeling the persistence effects encountered in hourly data, The inten-

sity and distribution of precipitation within storm segments are modeled by



fitted lognormal intensity probability distributions and by cataloging sample
storm segment shapes.

The resulting data generation model is highly efficient, allowing 33
years of hourly data to be generated in less than 30 seconds on the IBM
360 computer at The University of Iowa, Tests of historical versus gener-
ated data indicate a very precise modeling of storm events is possible with
respect to their rate of occurrence and their duration and intensity, Phys-
ical considerations support the possibility of modél application to other geo-

graphical areas.

Xvi



AN HOURLY PRECIPITATION MODEL
FOR RALSTON CREEK

I. INTRODUCTION

Objectives

Primary Objective

The primary objective of this study is to develop a suitable point

precipitation model for use in a flood hazard study involving the Ralston
Creek watershed in and near Iowa City, Iowa. One purpose of the flood
hazard study is to determine the average annual flood damages that can be
expected in the area. In order to determine these damages, the long-term
average return periods of flood events must be estimated as accurately as
possible. ’fhis is accomplished by modeling both the watershed and the
precipitation process. The watershed model is required to convert the
precipitation inputs into streamflows. A stochastic precipitation model is
required to generate a sufficiently long time series of precipitation values
to include those storm events corresponding to the extreme return periods
of interest, In order to accomplish this as accurately as possible, a max-
imum use of the statistical properties of the historical data is required.,
The small size of the watershed (only a few square miles) results in
the watershed's rapid response to precipitation inputs, thus necessitating
the use of hourly time increments in the precipitation model. This rela-
tively small time increment requires that the model be highly efficient in
data generation, since hundreds of years may be required to provide good

estimates of return periods associated with extreme storm events,



Traditional techniques do not provide the levels of efficiency required, even
with the assistance of high speed computers. Therefore, a new highly

efficient hourly precipitation modeling technique must be introduced.

Secondary Objective

A secondary objective is to provide some measure of flexibility in the
precipitation model to be developed, in order to permit its adaptability to
as many other uses as possible, It is expected that the new modeling

techniques developed herein will result in several benefits which will be

attractive to potential users. I!'

Methodology

A review of the literature reveals that existing precipitation models
designed for small time increments are not adaptable to situations requir-
ing lengthy data generation due to problems in efficiency. These ineffi-
ciencies are a natural by-product of the modeling techniques, In order to
produce practical models, investigators have been forced to compromise
the ability of their models to represent the .persistent wet intervals corre-
sponding to what is commonly defined as a storm event. The modeling
approach proposed herein eliminates these problems, permitting the full
use of the statistical properties of the historical data to specify the time
occurrence and intensity of wet hours.

A study of the Ralston Creek historical hourly precipitation record
and the physical precipitation process in the midwest supports the conten- ]
tion that storm events, as viewed in the hourly data record, can be de-

composed into segments of consecutive wet hours that are essentially



independent of one another. The location in time and the intensity of these
segments can be largely specified by independent random variables. This
forms the basis of a new modeling technique from which a data generation
model is developed using Monte Carlo methods (i,e., random number
generators) to generate values from the distributions of the descriptive
random variables, Each random variable is defined and tested for inde-
pendence before its inclusion in the digital computer data generation model,
The computer model is designed to generate values of the random variables
in the proper sequence to construct storm events. In order to test the |
model, a 33-year time series of hourly precipitation values is generated,
The generated storm events are tested against storm events from the his-
torical record using depth-duration comparisons, Conclusions are then

made with respect to the research objectives.

Plan of quort

The background and definitions section first discusses precipitation
models proposed by other investigators, with an emphasis on small-time-
increment models, The necessity for using small time increments for
studies involving small watersheds is explained and the historical precipi-
tation record for Ralston Creek is introduced. The methods by which the
time occurrence of storm events and the internal structure of storm events
are modeled are defined and discussed. The relationship of the hourly
precipitation data structure to the physical meteorological process is pre-
sented in terms of the intensity and motion of storm rainfall cells with
respect to a fixed surface viewpoint. Finally, the implications of long

term and seasonal non-stationarity are reviewed with respect to the



proposed model,

The model development section then introduces the interarrival time
variable used to schedule storm events, and continues by defining the
"method of storm segments", including the random variables and cataloging
procedure required to model the internal structure of storm events. The
detailed construction of the model follows and the section is concluded by
the adaptation of the model to the digital computer for the purpose of data
generation,

The next section presents the analysis of the results of model testing
and is followed by the final section which presents the conclusions. The

conclusions are presented in terms of the original study objectives and

end with an evaluation of the model deficiencies.



II. BACKGROUND AND DEFINITIONS

Recent History in Point Precipitation Modeling

Precipitation modeling has been the subject of a rapid increase in
interest in recent years, In the early 1960's a number of investigators
proposed models for the simulation of storm precipitation sequences at a
-single point. These models were based on the assumption that, although
the physics of the precipitation process is exceedingly complex, the spe-
cific operating laws and governing parameters can be inferred from the
statistical properties of a time series of observed precipitation accumula-
tions, using a suitable fixed time increment. Initially, simple urn models
(a simple distribution theory approach) and Markov processes were used,
Examples of these techniques are presented by Wiser (1965), and are fur-
ther outlined by Grace and Eagleson (1966).

It was soon eviden: that simple urn and Markov models were inade-
quate in modeling the persistence in wet and dry periods observed in most
precipitation data. To overcome this deficiency, various Markov Chain or
autoregressive schemes were introduced, such as those by Pattison (1965),
Wiser (1965), Cole and Sherriff (1972), and Raudkivi and Lawgun (1974).

A parallel, and sometimes integral development, has been the use of Monte
Carlo methods in the generation of certain random variables describing
some aspects of the precipitation process, As an example, particular suc-
cess has been achieved in fitting the Weibull distribution to the historical

distribution of the times between storm events and using it to generate



interarrival times. Investigators reporting success in the application of
this technique include Grace and Eagleson (1966), Rao and Chenchayya

(1974), and Amorocho and Wu (1975).

Choice of Time Increment Size

Historically, the first precipitation modeling efforts were based upon
relatively large time increments such as daily increments. Recently,
there has heen great interest in the response of s';:n.all watersheds, par-
ticularly the flooding response of urban watersheds. The small size of
the watersheds, often no more than a few square miles, precludes the use
of precipitation models based on daily time increments and mandates the
use of hourly or smaller time increments. Examples of hourly increment
models are presented by Wiser (1965), Pattison (1965), Todorovic (1969),
and Rao and Chenchayya (1975). Examples of smaller increments (10 or
15 minute intervals in particular) are presented by Grace and Eagleson
(1966), Sorman and Wallace (1972), Raudkivi and Lawgun (1974), and Rao
and Chenchayya (1975).

Due to the small size of the Ralston Creek watershed (and availability
of historical data), hourly time increments were chosen for use in the sub-

sequent model development.

The Historical Data Set

In general, a stochastic precipitation model is based upon the statis-
tical properties of the historical data. Therefore, the quality and size of
the historical data set becomes extremely important in developing a useful

model. The Ralston Creek North Branch watershed has been well



instrumented since 1924, The resulting hydrologic record is extensive,
and has been summarized by Mavis and Soucek (1936) and Howe and War-
nock (1960).

Using data from recording precipitation gages, a 33 year record of
unbroken hourly accumulations was constructed by combining five incom-
plete gage records from 1941 to 1973 inclusive. As far as can be deter-
mined, this unbroken hourly time series is, by an order of magnitude, the
longest of its type ever assembled. The quality of the data is also be-
lieved to be exceptional. The acquisition and processing of this data is
detailed in Appendix A. Due to the high density of the gaging network
and the small watershed size, the combination of five gage records into

one final record did not result in significant smoothing of the data.

Scheduling the Time Occurrence of '"Storm Events"

Consideration of the meteorological conditions commonly found in the
midwest indicates that the time occurrence of one entire collection of re-
lated wet hour and dry hour sequences (defined herein as a single '"storm
event'") is expected to be independent of other such events at any time dur-
ing the year. Inspection of the Ralston Creek historical record indicates
that these storm events are separated from each other by long dry periods
such that the events can be considered independent. Furthermore, the
probability of another storm event occurring within a few hours of a pre-
ceeding event (representing the arrival of a second front or local storm)
is expected to be small, Thus, the possibility of two simultaneous storm
events can be ignored. Also, the probability of a storm event occurrence

in a given time interval can be expected to be proportional to the length



of the time interval, for time intervals of the order of a few days. A
study of the Ralston Creek historical record seems to validate these ob-
servations, Therefore, storm event occurrences can be described as a
Poisson process [Hogg and Craig (1970)], although the mean Poisson oc-
currence rate may well be a function of the time of year. Similar analy-
ses are available in the literature [Todorovic and Yevjevich (1971),
Todorovic and Zelenhasic (1970), and Todorovic and Rousselle (1971)] ;
Although not used directly herein, the concept of a Poisson process pro-
vides the key to a computationally efficient method of modeling the time
occurrence of storm events, since the interarrival times of storm events

are exponentially distributed.,

Modeling Persistence Effects by Method of '"Storm Segments'

Two modeling problems, which are usually encountered, become even
more pronounced with small time increments., The first is procurement
of sufficient historical data for the time increment size desired. The sec-
ond is the modeling of the persistence effects of wet and dry periods.
Fortunately, an adequate historical record of hourly precipitation accumu-
lations is available for this analysis. Most often, the persistence effects
are modeled by Markov chains or autoregressive schemes, as in some of
the above references. Except in those few cases that are modeled ade-
quately by first-order schemes, the computation associated with parameter
estimation or transitional probabilities can rapidly approach unwieldly pro-
portions., This is a handicap from a data generation viewpoint. This
problem is avoided herein through the use of an alternate modeling proce-

dure involving the division of the precipitation record into independent



storm events, which are in turn subdivided into '"storm segments'. The
position in time and the intensity of these storm segments can, in large

part, be modeled through use of independent random variables, This ap-
proach facilitates the construction of a highly efficient data generation

model to be described herein.

Relationship of Hourly Data Structure to the Physical Process

It has been long recognized that significant precipitation events consist
of one or more convective cells [Eagleson (1970), .Stall and Huff (1971),
Sorman and Wallace (1972), and Amorocho and Wu (1975)]. Of particular
interest is the thunderstorm cell, These cells range from 3 to 6 miles
across and characteristically have lifetimes of 30 to 60 minutes, moving
at speeds of 20 to 30 mph. Critical design rainfalls in the midwest occur
most frequently in conjunction with lines or groups of thunderstorms.
Studies in neighboring @linois by Stall and Huff (1971), using radar and
dense networks of precipitation gages, have shown that these thunderstorms
are usually multicellular. The propagation of the larger, more violent
cells seem to occur in conjunction with strong winds aloft. These winds
change direction with increasing altitude such that the cells move at an
angle to the mean wind. Each cell goes through a short life cycle of
growth and decay while translating at a characteristic angle to the mean
wind, as represented schematically in Figure 1.

Large groups of these cells sometimes form a line of thunderstorms,
called a "squall line'", with the growth and decay of cells occurring con-
tinously within the storm structure, Squall lines are often associated with

fronts and/or intense low-pressure centers. Less intense rainfall
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Figure 1. Idealized Cell Growth and Propagation Within a Strong Storm, After Eagleson (1970)
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associated with passing fronts or weak thunderstorms also exhibits a cel-
lular structure, but with a tendency toward a random motion of cells
superimposed on the overall air mass movement,

A single precipitation gage records a seemingly random rainfall trace
due to the unpredictable nature of the growth, decay, and position of indi-
vidual cells, Even in the apparently ordered structure of a squall line,
the growth and decay of cells is not related to any single point on the sur-
face but is a function of a large number of variables, primarily related to
thé given meteorological conditions. Since the typical storm cell will pass
a given point in a fraction of an hour, an hourly precipitation record will
contain only a gross reproduction of the actual precipitation distribution.

It is quite possible that several cells will pass a given point, each in a
different phase of the growth-decay cycle, in a period totaling less than an
hour, Therefore, an hourly precipitation model can only hope to reproduce
the gross characteristics of the precipitation process. The peaks or
surges of rainfall in an hourly precipitation record, such as graphically
presented in Figure 2, may be related to the passage of one or more
rainfall cells,

Using the above meteorological considerations, one can logically ex-
pect to find little or no evidence of dependence between the peaks or surges
of rainfall in a point hourly accumulation record of a typical independent
storm event, This lack of dependence in the detailed structure of the

hourly record is used in the model development.
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Long Term and Seasonal Non-Stationarity of Data Parameters

The long term historical data record for Ralston Creek and the adja-
cent Towa City area indicates a pronounced lack of stationarity in the annu-
al precipitation accumulations. The results of one study by Howe and
Warnock (1960), using 101 years (1857-1957) of annual precipitation values,
are illustrated in Figure 3. Another study of the midwest area by Klug-
man (1976) indicates several drought cycles during the period 1931-1969.
The historical record (1941-1973) used in the model development, there-
forle, cannot be considered to represent a segment of record taken from
a stationary historical time series of annual values since it appears to con-
tain several complete '"cycles" of droughts and wet seasons. However,
long term stationarity must be assumed in building a data generation model
due to insufficient historical data to establish trends, and a lack of under-
standing of long term climatic trends. Since the non-stationarity is
cyclical and no continually increasing or decreasing trends are present,
then it is expected that the assumption of stationmarity will result in suit-
able long-term estimates of precipitation related phenomenon.,

Within-the-year, or seasonal non-stationarity, is of prime importance
since individual storm events can be a strong function of the seasons.

The Ralston Creek 33 year hourly precipitation record appears to be more
than adequate for building the seasonal models by a simple division of the
record into seasonal components, such that the record within each division

is approximately stationary.
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IIT. MODEL DEVELOPMENT

Modeling_”Storm Events"

Time Occurrence of '"Storm Events"

A storm event normally consists of a collection of wet hour se-
gquences of varying lengths, interspersed with short sequences of dry hours,
Obviously, these short sequences are only segments of the storm event.
Therefore, the Poisson process of storm events cannot be used to schedule
all "storm segments' that make up a storm event. However, the Poisson
process can be utilized indirectly to schedule the first storm segment,
corresponding to the beginning of a storm event. The interarrival time
between events in a Poisson process is a continuous random variable, while
only integer values (in hours) can be computed from the historical data.
Also, events in a Poisson process have zero length, while real storm
events are greater than zero length. These differences are considered
negligible since the interarrival time between storm events averages approx-
imately 10 times the length of storm events, and 100 times the time incre-
ment used (one hour), In hourly precipitation data, the interarrival time is
measured (in hours) from the end of one storm event to the beginning of
the next. This interarrival time is defined herein as "interarrival time of

storm events" (IATSE). By the Poisson postulates, they are independent

random variables,
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Modeling Storm Events by Method of ''Storm Segments"

The "storm segment' is defined as any consecutive series of wet
hours containing a single peak value. Division of a consecutive series of
non-zero wet hours into storm segments is made so as to place the mini-
mum wet hour, between two peaks, at the end of the storm segment. Fig-
ure 4 illustrates a typical decomposition of a storm event of the precipi-
tation record.

Independent stormlevents are scheduled by means of the [ATSE ran-
dom variable already defined, With the introduction of the storm segment,
additional random variables and a cataloging procedure can be defined to
fully specify the time occurrence and intensity of wet hours within storm
events. These are briefly introduced and defined below. The detailed
modeling presentation follows in the next section.

IATSS. -- The interarrival time (dry hours) between two storm seg-

ments within a storm event will be referred to herein as "interarrival
time of storm segment" (IATSS). IATSS is an integer valued random var-
iable, approximating the continuous interarrival times of the physical proc-
ess. The IATSS random variables appear to be independent, both serially
and with regard to other random variables,

NSSSE.-- The "number of storm segments in a storm event" (NSSSE)

can be counted for each storm event in the historical record. Physically,
NSSSE is a discrete random variable whose values are positive integers.

Since the independence of storm events is confidently assumed, it is logi-
cally consistent to expect that the internal characteristics of a given storm

event will be independent of like characteristics in previous storm
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events. It is likewise reasonable to expect that the persistence of wet
hour sequences, demonstrated by multiple storm segments (or NSSSE), is
internal to each individual storm event and cannot be "carried—-wer" from
preceding storm events. Therefore, the random variables representing
the number of storm segments within a storm event, NSSSE, are expected
to be serially independent.

DURSS. -- The final random variable required to completely define

the time occurrence of wet hours is the "duration of the storm segment'
(DURSS). Physically, DURSS is a continuous random variable like TATSE
and IATSS. Also, like IATSE and IATSS, only positive integer values (in
hours) can be computed from the data. The DURSS random variables
appear to be independent in much the same manner as the IATSS random
variables,

ACCUM. -- In order to fully characterize the intensity and distribution

of precipitation within each storm segment, two additional random variables
are defined and a cataloging procedure is introduced to complete the storm
event model. The "storm segment accumulation' (ACCUM) specifies the
total accumulation of precipitation in a storm segment (in inches). It is a
continuous random variable from a physical viewpoint, but only approximate
values can be computed from the data., The ACCUM random variables can-
not be expected to be independent due to an obvious dependence on the
corresponding DURSS random variables. However, it will be shown later
that ACCUM random variables can be assumed to be serially independent,

and independent with respect to the remaining variables.
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PKHR, -- The storm segment accumulation (ACCUM) is distributed

over the storm segment duration (DURSS) by specifying the ''peak hour'
(PKHR) and accessing a file of empirical '""shapes'. PKHR is the location
of the storm segment peak hour (in hours) relative to the beginning of the
segment. By definition, PKHR is dependent on DURSS. However, the
PKHR random variables are considered to be independent in other respects.

Shape Catalog.-- For fixed values of DURSS and PKHR, the single

peak, unimodal shape of a storm segment leaves few degrees of freedom
for the distribution of the accumulation, A study of historical storm
segment shapes indicates no evidence of dependence of shape on ACCUM.
Therefore, a catalog of mean storm segment distributions is assembled
from the historical data set, and is accessed according to fixed values of
DURSS and PKHR,

The above approach to modeling storm events by method of storm
segments must be repeated for different periods of the year in order to
model the seasonal non-stationarity evident in the historical data, There~
fore, multiple '""shape catalogs' are also required, one catalog for each

period.

Development of Model Components

Modeling Interarrival Times, IATSE and IATSS

Using the preceding definitions of storm events and storm segments,
the historical sequence of all interarrival times (IAT) can be computed
from the Ralston Creek record, and consists of a mixture of ITATSE and

[ATSS. A selected segment of the IAT series, compiled from the Ralston
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Creek data, is presented in Table 1. The series consists of large values
of IAT interspersed with persistent periods of small values of TAT that are
associated with individual storm events containing more than one storm
segment. The large values correspond to IATSE and the small values to
IATSS. It is not difficult to set up a separation criterion that separates
IAT into IATSE and IATSS. As defined herein, the "cutoff level" corre-

sponds to a maximum value of IATSS, aATSS)ma s Therefore,

(TATSS) ., = (ATSE) , -1 1.

since IATSE and IATSS are integer valued.

A noticeable seasonal difference in the empirical TAT series was ob-
served between the winter and summer months. Although precipitation
connected with cyclonic events (and the associated frontal activity) domi-
nates throughout the year, the summer months contain numerous thunder -
storm events of short duration and high intensity. Independent storm
events can thus occur with shorter, but still independent values of TATSE
separating them during the summer months. The appropriate levels,
(IATSS)max’ for different seasons of the year, were chosen by inspection
of the data and consideration of the meteorological characteristics of the
area throughout the year. Although this is a subjective technique, it was
facilitated by computer constructions similar to Table 1 for each trial
(IATSS)max value. After inspection of the computer listings, separate
([ATSS)max values were selected for each of six different two-month peri-
ods within the year, representing the within-the-year non-stationarity

which was apparent. The (IATSS) .. values are listed in Table 2. The



Table 1. Selected Segment of Consecutive IAT's for (IATSS)max Equal to 12 Hours

-116/0,0,2,0,6,0/18/1,3,1,2,1,9,0/361/0,0,0,0,0/38/2,0,0,0,1,1,0,0/333/0,0/58/2/144,45 =

Note: Slashes separate adjacent values of IATSE and IATSS

Table 2. Results of Exponential Function Fits for IATSE

Chi-Square

Period (IATSS)max Sample Sample Confidence
or Cut-Off Size Mean 4 (hrs)| Statistic Limits,
Level, ¢ (hrs) Chi-Square Statistic
90% L 99% _'

Jan-Feb 12 303 144,61 7.25 13.4 20.1
Mar-Apr 12 428 99.32 6.70 13.4 20.1
May-Jun 6 607 69.78 14,69 9.2 15.1
Jul-Aug 6 491 91,74 AR 6 | 10.6 16.8
Sep-Oct 9 370 114, 27 7.65 12,0 18.5
Nov-Dec 12 316 138.73 10.98 13.4 20.1

1e
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two-month period was selected based on a trade-off between data analysis
complexity and non-stationarity representation.

Using the above separation technique, the IATSE and TATSS values
could be determined from the historical sequence of all TAT, resulting in
a division of the data set into independent storm events. A storm event
starting in a given seasonal period was considered to belong to that period
even though it might end in the following period. IATSE values were con-
sidered to belong to that period containing the first hour of the interarrival
time. The IATSE series was tested for independence by computing the
serial correlations within each two-month period [Jenkins and Watts (1968),
Eq. 5.3.33]. To avoid small-sample bias in computing the lag correla-
tions, the sample mean and variance were computed using all IATSE values
within each two-month by 33 year array. Also, the product terms within
the covariance function were computed for each two-month period separate-
ly and then summed for each lag value over the 33 year span. The re-
sults (listed in Table 3) showed no significant indication of serial depen-
dence in the TATSE series. All the confidence limits in Table 3 were
computed using the normal distribution approximation for the correlation
function. A maximum of 5 lags were computed since a greater number of
lags would imply a search for dependence between storms more than one
month apart. This degree of dependence was considered to be extremely
unlikely considering the meteorological implications.

A shifted exponential probability density function was fit to each
IATSE relative frequency histogram, the latter obtained by combining all

33 years of data for each two-month period. It was necessary to shift



Table 3. IATSE, NSSSE, IATSS, and DURSS Sample Serial Correlation Results
"IATSE" "NSSSE" "TATSS" "DURSS"
Lag| Corr. 95% Conf, | Corr, 95 % Conf, Corr. 95% Conf, | Corr. 95% Conf, | Period
Function Limit, Function Limit, Function Limit, Function Limit,

1 0.0737 0.121 0.0197 0.121 0.0881 0.091 -0.0439 0.075 Jan
2 0.0114 0.129 0.0146 0.129 0.0904 0.113 -0.0001 0.091 /
3 0.0152 0,139 0.0315 0.139 0.0053 0.137 0.0094 0.112 Feb
4 0.0276 0,152 0.0052 0.152 0.1526 0,168 -0,0864 0.137
5 0.0049 0,168 0,0936 0.168 0.2034 0,207 0.0539 0.168
1 -0,0443 0,101 0.0255 0.101 0.0708 0,068 0.0449 0.058 Mar
2| =-0.0627 0,105 0.0499 0.105 0.0144 0,081 0,0274 0.068 /
3 0,0082 0.111 0.1403 0.111 0.0100 0,097 0.0173 0,081 Apr
4 0,0248 0.116 0.0564 0.116 -0,0204 0.115 -0.0536 0,097
5 0.0858 0,123 0,0832 0.123 0.0244 0,136 -0, 0654 0.115
1 0.0146 0.083 0.0910 0.083 0.0615 0,089 0.0459 0.068 May
2| -0.0600 0,086 -0.0180 0.086 -0,0643 0,114 -0.0299 0.089 /
3 -0.0321 0.089 0.0654 0.089 -0.0003 0.147 0.0255 0.114 Jun
4 0.0679 0.092 0.0411 0.092 0.0850 0.193 00,0084 0,147
5} -0.0550 0.095 -0.0035 0,095 0.0598 0.263 0.0480 0.193
1 -0.0185 0,093 0.0845 0.093 -0.0498 0.130 -0.0083 0,091 Jul
2 0.0061 0.097 -0.0079 0.097 0.0021  0.183 0.1636 0.130 /
3 0.0285 0.101 0.0719 0.101 -0.1863 0.260 0.0131 0.183 Aug
4 -0.0119 0,106 0.0929 0,106 0.0265 0.365 0.1862 0.260
5 0.0180 0,111 0,.0599 0.111 0.1148 0.577 -0.0759 0.365
1 -0.0335 0.109 ~0,0207 0.109 0.1562 0.084 0.0675 0.072 Sep
2 -0,0001 0.115 0,0440 0.115 0.0306 0.099 -0.0238 0.084 ¥
3 0.0448 0.121 -0,0002 0,121 0.0057 0.115 -0.0163 0,099 Oct
4| -0,0170 0,130 -0,0199 0.130 0.0247 0.134 0.0348 0.114
5 -0,.0293 0,139 0.0865 0.139 -0.0623 0.156 -0,0509 0.134
1 -0.,0420 0.118 0.1098 0.118 0.0272 0.081 0.0090 0.068 Nov
2 0,0156 0,126 0.0806 0.126 0.0557 0,096 0.0188 0.081 /
3 -0,0555 0.135 0.1005 0.135 -0,0133 0.116 0.0440 0.096 Dec
4 0.0541 0.146 0,1789 0.146 0.0617 0,140 -0.0100 0.116
5 -0,0354 0.161 0,0156 0.161 0.0317 0,169 -0,0917 0,140

€2



24

each density function by an amount equivalent to the cutoff level,
(IATSS),, » Since IATSE must be greater than (IATSS) . by Equation 1.

The shifted exponential density function is given below.

fx) = [1/(m- c)] exp[-(x - c)/(x- c)] : where x>c, u>cC 2.

In Equation 2, x is a value of TIATSE, « is the expected value of IATSE
(estimated by the sample mean), and c is the cutoff level, (IATSS) ...,
previously defined. Values of 4 were estimated from the data for each of
the two-month periods, and are listed in Table 2, Chi-square goodness-
of-fit tests [Lindgren and McElrath (1969), page 140 were performed and
are also presented in Table 2. The chi-square tests indicate good fits in
all instances. The IATSE frequency histograms and fitted exponential func-
tions are included in Appendix B, as Figures B.1 through B.6. The re-
sults for Jan-Feb and Jul-Aug are presented as examples in Figure 5.
Of course, using discretized data to estimate parameters of a continuous
distribution results in some error; however, this error is held to be
negligible since such large sample sizes are used in the estimation.
Independence in the IATSS random variables is more difficult to ar-
gue. However, a detailed examination of the historical data yields no ap-
parent pattern in the TATSS values. It will also be recalled that storm
segments are '"surges of rainfall" resulting from the passage of one or
more storm cells. From a physical viewpoint, there appears to be no
consistent pattern of storm cell passage from a fixed observation point on
the surface:; therefore, significant serial correlation in IATSS seems im-

probable., A serial correlation study was performed in a manner similar
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to that for IATSE, except the covariance product terms were computed for
each storm separately and then summed for each lag value over the 33
year span to reduce small sample bias. The results (listed in Table 3)
do not reveal any significant serial dependence.

No fitted distribution function is proposed for the IATSS values; there-
fore, the historical relative frequencies for each period are used in the
data generation model. These values are listed in Table 4. Representa-
tive plots are presented in Figure 6. All TIATSS frequency histograms are

presented in Appendix B as Figures B.7 through B.12.

Modeling NSSSE

Due to physical considerations already discussed, the NSSSE random
variables can be expected to be serially independent. To test the indepen-
dence of NSSSE, the serial correlation estimates were calculated in an
identical manner to that used for IATSE. These results are included in
Table 3 and show no significant evidence of serial correlation.

Within a given period of the year, there is no reason to suspect a
dependence of NSSSE on IATSE. To test for possible cross-correlation,
the sample cross-correlation of NSSSE and IATSE was computed for each
two-month period using all 33 years of data [Jenkins and Watts (1968),

Eq. 8.1.10].. The results are listed in Table 5. All confidence limits in
Table 5 were computed using the normal distribution approximation for the
correlation function, Since storm events have been shown to be indepen-
dent, only lag zero cross-correlations were computed.

No fitted distribution function is proposed for NSSSE. Therefore, the

generation of NSSSE values in the model is accomplished using the



Table 4. Relative IATSS Frequencies by Period, for Values of 0 Through 12 Hours

IATSS =
0 1 2 3 4 5 6 7 8 9 10 11 12

0.569]0,225(0.079 0.047|0.026{0.013 0.011{0.008|0.006 0.004|0,004|0,004 0.003| Jan-Feb
0.530(0.218|0.080 0.052|0,040{0.017 0.019/0.014{0,006 0.004|0,007 (0,007 0.005| Mar-Apr
0.468|0.255|0.114 0.053|0,038|0.037 0.035(0.000/(0.000 0.000|0.000|0.000 0.000| May-Jun
0.530|0.254(0.100 0.050|0,025|0.017 0.025(0.000{0.000 0.000|0.000{0.000 0.000| Jul-Aug
0.518(0.229(0.081 0.050/0.030(0,032 0.021(0,0180.009 0.013|0,000(0.000 0.000| Sep-Oct
0.571/0.217(0.073 0.049(0.030 0.015(0.009{0.013 0.008(0,006|0.005 0.001|0.003 Nov-Dec

hHh W W

Table 5. Sample Lag 0 Cross-Correlations of NSSSE and TATSE, and of DURSS and IATSS

NSSSE - IATSE DURSS - TATSS

Cross- 95% Conf. Cross- 95% Conf.
Period Correlation Limit, = Correlation Limit,

Function Function
Jan-Feb 0.0460 0.114 -0,0152 0,079
Mar-Apr 0.0312 0.097 0,0278 0.060
May-Jun 0.0384 0,081 -0.0286 0.075
Jul-Aug -0.0285 0.090 0.0730 0.106
Sep-0Oct -0.0372 0,104 -0.0712 0.075
Nov-Dec 0.1466 0.112 -0.0324 0.071

LS
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historical relative frequencies. These values are listed in Table 6. for each
of the six two-month periods. Representative plots are included in Figure 7.
All NSSSE frequency histograms are presented in Appendix C as Figures
C.1 through C.6, The maximum historical value of NSSSE is 21. Repro-
duction of extreme values of NSSSE (greater than 21) is of no interest in
light of the purpose to which the model is to be applied (modeling short to

moderate length high intensity storms).

Modeling DURSS

Physically, serial dependence in DURSS and the dependence of DURSS
on TIATSS appear to be possible, but not likely to occur. Serial dependence
in DURSS is unlikely due to the apparent lack of dependence between storm
segments. The serial correlation study was accomplished using the same
computational techniques as those used for IATSS (designed to avoid small
sample bias), The serial correlation estimates are included in Table 3.
No significant dependence is revealed. The sample lag zero cross-corre-
lation of DURSS and IATSS was computed for éach two-month period using
all 33 years of data. The results, included in Table 5, show no significant
dependence between the two. Due to the lack of serial dependence in
DURSS and IATSS, and the lack of zero lag cross-correlation between the
two, cross-correlation computations for lag values greater than zero were |
not considered.

Like IATSS, no fitted distribution function is proposed for DURSS.

The historical relative frequencies listed in Table 7 are used in the mod-
eling process. The maximum historical value of DURSS is 14 hours;

therefore, the relative frequencies terminate at a value of DURSS equal
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Table 6. Relative NSSSE Frequencies by Period, for Values of 1 Through 21

NSSSE =
1 2 3 4 5 6 7 8 9 10 11

Jan-Feb [0.231(0.234 0.199]/0,095(0.081 0.049(0.039[0.026|0.007 0.013|0.016
Mar-Apr | 0.203|0.189 0.185|0.131|0.094|0.061 0.0350.023|0.023|0.021 0,005
May-Jun | 0.417 0.247/0.137|0.073|0.046 0.036|0.023(0.012|0.003 0.003(0.000
Jul-Aug |0.505|0.253 0.120|0.063(0.022|0.026 0.002|0,004{0,002|0.002 0.000
Sep-Oct |0.411)|0.184 0.116|0.073(0.060|0.043 0.030(0.032{0.011|0.011 0,005
Nov-Dec |0,21810.20810.155 0.12010.09510.05410.051 0.03510.01610.01910,006

12 13 14 15 16 17 18 = 19 20 21 |

0.010[0.000|0.000|0.000 0.000[0.000(0.000{0.000 0.000|0.,000
0.014|0.002|0.002|0.004 0.000/0.005|0,000 0.000(0.000| 0,002
0.000|0,002|0.000|0.002 0.000|0.000|0,000{0.000 0.000|0.000
0.000|0.000|0.000(0.000 0.000|0.000|0.000|0.000 0.000|0.000
0.003|0.003/0.000{0,008 0.003|0.000{0,003|0.000 0.000(0.005
0.01610.006/0.00010,003 0.00010,000/0,00010.000 0.00010,000

6@
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Table 7.

Relative DURSS Freque

DURSS =

3

4

7

8

9

10

11

ncies by Period, for values of 1 Through 14 Hours

12

13

14

Jan-Feb
Mar-Apr
May-Jun
Jul-Aug
Sep-Oct
Nov-Dec

0,158|0.236
0.172|0.247
0.188|0.269
0.152|0.281
0.175(0.247
0.15810.261

0.235|0.176
0.2210.153
0.291|0.158
0.265|0.153
0.243|0.175
0.22010,167

0.095
0,102
0.092
0,090
0.078
0.090

0,048
0,053
0.045
0.031
0.046
0.055

0.027
0.032
0.015
0.015
0.019
0.030

0,013
0,015
0,012
0,007
0,009
0,012

0.006
0.004
0.002
0.002
0.003
0.003

0.004
0.002
0.001
0.002
0.002
0,003

0.001{0.000
0.001{0.000
0.000{0.000
0.001}0.000
0.002{0.000
10,00110,000

0,000/0.000
0,001/0.000
0.000|0.000
0.000|0.000
0.000|0.001
0.00010.000

18
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to 14 hours, Extreme values of DURSS are of no interest in the model
for the same reason stated earlier for NSSSE. All DURSS frequency his-
tograms are included in Appendix C as Figures C.7 through C.12. Rep-
resentative plots are included in Figure 8.

With the exception of IATSE, the time occurrence random variables,
[IATSS, NSSSE, and DURSS are to be modeled by use of the historical rel-
ative frequencies. Since these relative frequencies are unfilled and un-
smoothed, some irregularities occur in the extreme value portions of the :
distributions. For example, the DURSS relative frequency distributions
have several gaps in the upper ranges of DURSS. For DURSS values equal
to 12, the lack of historical occurrences prevents the modeling of storm
segments of this duration. This is a common problem, of varying degree,
with all of the historical distributions used in the model. However, this
problem is considered to be minor since it involves only extreme values
that are not of major interest from the viewpoint of the primary objective.
For this reason, the gaps and irregularities in the historical distributions

are tolerated in order to avoid the complications of smoothing and distri-

bution {fits,

Modeling ACCUM

Independence is important in permitting the development of a simple
and efficient data generation model. However, ACCUM is obviously depen-
dent on DURSS. This is not a serious complication assuming that no fur-
ther dependence exists. Sample serial correlations of ACCUM were com-
puted using the same techniques outlined for earlier for IATSS and DURSS.

~ The results are listed in Table 8. The confidence limits were computed



Table 8. Storm Segment (ACCUM) and Storm Event Accumulation
Sample Serial Correlation Results
Storm Segment (ACCUM)| Storm Event
Period| Lag Corr. 95% Conf. Corr. 95% Conf,
Function Limit, =* Function Limit, %
Jan 1 0.226 0.075 0.069 0.121
/ 2 0.201 0.091 0.020 0.129
Feb 3 0.181 0.113 -0,043 0.139
4 -0,030 0.137 0.125 0.152
5 0,271 0.168 -0, 064 0.168
Mar 1 0.144 0.058 -0,011 0.101
/ 2 0.094 0.068 0.079 0.105
Apr 3 0.040 0.081 0.040 0.110
4 -0,049 0.097 0.091 0.116
: 5 0.030 0.115 0.019 0.123
May 1 0.069 0.068 0.021 0.083
/ 2 0.082 0.089 0.024 0.086
Jun 3 0,117 0.115 0,021 0.089
4 0,042 0,147 0.017 0.092
5 -0.014 0.193 0.039 0.095
Jul 1 0.065 0.091 -0,040 0.093
4 2 -0.040 0.130 -0.002 0,097
Aug 3 0.055 0.183 0.002 0.101
4 0,201 0.260 -0,004 0,106
5 0,034 0.365 0.075 0.111
Sep 1 0.155 0.072 -0, 005 0.109
7 2 0.003 0.085 0.003 0.115
Oct 3 0,017 0.099 -0,029 0.121
4 0,095 0.116 -0,004 0.130
5] 0.161 0.134 0.074 0.139
Nov 1 0.267 0.068 0,067 0.118
/ 2 0.148 0.081 0.003 0.126
Dec 3 0.065 0.096 -0.031 0.135
4 0,238 0,115 0.072 0.146
5 -0,094 0.140 -0,028 0.161
Table 9. ACCUM-DURSS Sample Cross-Correlation Results
Period Corr, 95% Conf,
Function Limit
Jan-Feb 0.494 0.063
Mar-Apr 0.535 0.049
May-Jun 0.509 0.052
Jul-Aug 0.436 0.064
Sep-0Oct 0.501 0.059
Nov=-Dec 0.440 0.058
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using the normal distribution approximation for the correlation function.
Low, but significant, correlation levels were computed for the first two
lags during the winter months, This is not totally unexpected in view of
the meteorological conditions encountered during midwest winters. Storm
| cells associated with winter precipitation events tend to be more uniform
and lower in intensity. Polar air mass encroachment from the north tends
to depress any strong frontal activity southward, out of the region. Thun~-
derstorm cells are not present to produce the wide variation in precipita-
tion intensity encountered during the summer months. This increase in
uniformity within storm events during the winter months results in the low,
but significant, levels of positive correlation which are held to be spurious.
For modeling purposes, these correlation levels are considered to be neg-
ligible since the design level storm events occur during the summer
months, Also, if serial dependence were included in the model, it is
doubtful that the small improvement (due to low levels of correlation)
would be worth the considerable effort required.

The sample serial correlations for the total storm event accumula-
tions were calculated using the IATSE and NSSSE serial correlation
computation techniques. These results are included in Table 8, As ex-

pected (in view of previous storm event independence arguments), these

results do not indicate significant dependence.

The only important dependence in ACCUM detected was in Cross-
correlation with DURSS. The computation method used was identical to
that used for the DURSS-IATSS cross-correlation study. These correlation

results are presented in Table 9. The confidence limits were computed
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using the normal distribution approximation. The dependence between
ACCUM and DURSS is preserved in the model by assembling a set of fit-
ted conditional distributions. One distribution is required for each value
of DURSS in each period of the year, Three popular functions were chosen
as possible candidates, the Weibull, the gamma, and the lognormal [Grace
and Eagleson (1966) and Yevjevich (1972)]. The first two were rejected
as grossly inadequate, primarily due to an inability to fit the extremely
heavy-tailed sample distributions, An additional important factor was the
poteﬁtia.l lack of efficiency in data generation. Since a total of 84 distri-
bution fits are required (14 values of DURSS times 6 periods of the year),
a simple generation capability is mandatory. The Weibull appeared to be
acceptable in generation but gave an extremely poor fit, The gamma fail-
ed in fit and, in addition, was exceedingly complex, requiring a prohibitive
amount of generation time in the model. The lognormal gave acceptable
fits and permitted extremely fast data generation. The lognormal density

function is given below,
fex) = [1/&xo /27 )] exp[-(lnf) -~)/@0%)]  where x>0 3.

In equation 3, x is a value of ACCUM, u is the mean of In(x) (estimated
by the sample mean), and o?is the variance of In(x) (estimated by the
sample variance).

The maximum DURSS value to be modeled is 14 hours (maximum of
record); however, insufficient sample data exists for parameter estimation
of In(ACCUM) beyond DURSS equal to 5. Therefore, the sample means of

In(x) and sample variances of ln(x) were plotted and extrapolated to obtain
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parameter estimates of In(ACCUM) for DURSS values greater than 5.
Figures 9 and 10 illustrate these extrapolations for the sample means.
Extrapolation of the sample variances is illustrated in Figure 11. Unex-
pectedly, the sample variances were found to converge toward a single
value for all six periods of the year before small sample bias caused a
rapid scattering of the data points. This convergence is evident up to
DURSS equal to 5. Convergence was agssumed to continue for increasing
values of DURSS, based on the historical evidence, Figure 11 indicates
that the variance decreases for increasing DURSS for all six periods of the
year, Two envelope curves mark, approximately, the upper and lower
bounds of the data points for values of DURSS equal to or less than 5.
The curves were drawn by eye to include all the points, except for one
outlying point at DURSS equal to 4. It will be noted that points along the
lower hound correspond to the winter months while those along the upper
bound correspond to the summer months. Higher values of variance are
associated with the summer months due to the presence of highly variable
thunderstorm precipitation. The convergence in variance can be attributed
to the greater uniformity in precipitation intensity for large values of

DURSS. This implies that strong thunderstorm cells are not associated

with long duration storm segments; therefore, long summer storm Seg-
ments more closely resemble their winter counterparts than do short dura-
tion storm segments. It is logical to conclude that this resemblance will
become stronger with increasing values of DURSS. For the above reasons,
a single variance extrapolation (for DURSS greater than 5) is used for all

periods of the year,
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DURSS sample cumulative distributions for all six periods are super-
imposed and included as Figure 12. These distributions indicate that ap-
proximately 92% of all storm segments are of 1 to 5 hours duration.
Therefore, only 8% of all storm segments are involved in the extrapola-
tion estimate of variance, and these are of low interest due to the large
values of DURSS, To investigate the probable maximum error involved
in the extrapolation, the envelope curves in Figure 11 were extended to
DURSS equal 8. For values of DURSS equal to 6, 7, and 8, the lognor-
mal density functions were plotted for each period of the year using the
extrapolated variance, and the upper and lower envelope values of vari-
ance. A typical example of these plots is included as Figure 13. A vi-
sual comparison of these curves indicates that any error involved in the
extrapolation is of a low order of magnitude. Therefore, any resulting
error will be neglected since the associated storm segments are of low
interest and occur only 8% of the time. Table 10 lists the sample means
and variances used in the model.

Lognormal function fits to ACCUM were completed for DURSS values
of 1 through 5, for each of the six periods of the year. The resulting fits
to the ACCUM frequency histograms are included in Appendix D as Figures
D.1 through D.30. Representative plots are included in Figure 14. A
chi-square goodness-of-fit test was conducted for each lognormal function
fit, and the results listed in Table 11. Taken individually, many of the
fits do not appear to be outstanding. However, the large range of shapes
the lognormal distribution must assume, in order to achieve all of the fits

in a satisfactory manner, is impressive. From this viewpoint, the log-

normal fit to historical ACCUM values is considered exceptional, To
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Table 10. Sample Means and Variances of Ln(ACCUM), for Lognormal Fits
Period |Sample Means of Ln{ACCUM)
DURSS =1 2 3 4 5 6 7 8 9

Jan-Feb -5.587 -4.203 -3.458 —2.958 -2.143 -2.280 ~2.080 -1.800 -1.615

Mar-Apr -5.454 -3.748 -2.922 -2.434 -2,093 -1.745 -1.490 -1.270 -1.075

May~-Jun -5.051 -3.340 -2.349 -1.881 -1.413 -1.080 -0.800 -0.560 -0.340 _____

Jul-Aug -4,744 -3.019 -2.207 -1.513 -1.048 -0.730 -0.425 -0.150 0.080

Sep-Oct -5.115 -3.382 -2.594 -1.836 -1.633 -1.210 ~0.930 -0.690 -0.475

Nov-Dec _5.463 -3,903 -3.094 -2.679 -2.504 -2.050 ~1.820 -1.625 -1.455

10 11 12 13 14

1,440 -1,280 -1.145 -1.020 -0.890
~0.900 -0,740 -0,600 -0.475 -0.350
-0.160 0.020 0.175 0.320 0.455
0.285 0.475 0.650 0.810 0.960
~0.290 -0,125 0.030 0.175 0.310
-1.300 -1.170 -1.040 -0.930 -0.825

period |Sample Variances of Ln(ACCUM)

DURSS =1 2 3 4 5 6 7 8 9

Jan-Feb 1.045 1.035 1.119 0.899 0.884 0.835 0.695 0.577 0.476

Mar-Apr 1.056 1.381 1.193 1.111 1.012 0.835 0.695 0.577 0.476

May-Jun 5.118 1.977 1.642 1.316 0.949 0.835 0.695 0.577 0.476

Jul-Aug 2.368 2.462 1.564 1.271 1.061 0.835 0.695 0,577 0.476

Sep-Oct 1.525 1.921 1.461 1.006 0.979 0.835 0.695 0.577 0.476

Nov-Dec 1.190 1.318 1,094 1.104 0.909 0.835 0.695 0.577 0,476

10 11 12 13 14

0.393 0,322 0.263 0.214 0.175
0.393 0.322 0,263 0.214 0.175
0.393 0.322 0.263 0.214 0.175
0.393 0.322 0.263 0.214 0.175
0.393 0.322 0.263 0.214 0.175
0.393 0.322 0.263 0.214 0.175

Ev
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Table 11. Chi-Square Tests, Lognormal Distribution Fits

Period | DURSS Chi-Square 99% Conf. 95% Conf.
in Hours Statistic Limit Limit

Jan 1 '_f 26.9 34,8 28.9
/ 2 37.8 34,8 28,9
Feb 3 15.2 34,8 28.9
4 18.3 34,8 28.9

5 24,5 34,8 28.9

Mar 1 34.5 34,8 28,9
/ 2 19.3 34,8 28.9
Apr 3 18,8 34,8 28.9
4 27 .4 34,8 28.9

5 14,0 34,8 28.9

May 1 39,4 34.8 28.9
/ 2 25.4 34,8 28.9
Jun 3 29.6 34,8 28,9
4 26,4 34,8 28.9

5 18.1 34.8 28,9

Jul 1 19.2 34,8 28.9
/ 2 33.1 34,8 28.9
Aug 3 32.7 34,8 28.9
4 28.9 34,8 28.9

5 31.6 34,8 28.9

Sep 1 15.6 34,8 28.9
/ 2 15.5 34,8 28.9
Oct 3 30,3 34,8 28.9
4 14.7 34,8 28.9

5 16.8 34,8 28.9

Nov 1 24,1 34,8 28.9
/ 2 18.3 34,8 28.9
Dec 3 44,0 34,8 28.9
4 6.2 34,8 28.9

5 18:2 34,8 28.9
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illustrate the variety of lognormal shapes, Figures D.31 through D.36 dis-

play all 84 functions used in the model.

Modeling PKHR

It has been demonstrated that the passage of storm cells is a highly
random process when viewed from a single location. This has been used
to support the independence of storm segments. The independence of
storm segments is also strongly supported by the serial independence of
IATSS, DURSS, and ACCUM, As a result, there is no difficulty in expect-
ing the PKHR random variables to be serially independent also. Physically,
no argument can be made for the dependence of PKHR on ACCUM for a
given value of DURSS, Observation of the historical data also results in
this same conclusion. By definition, PKHR must be less than or equal to
DURSS; therefore, PKHR is mechanically dependent on DURSS. This de-
pendence is maintained in the model by using conditional distributions.

The historical relative frequencies were chosen for use in the model-
ing process, requiring one relative frequency distribution for each period
of the year, for each value of DURSS. PKHR relative frequencies are
listed in Table 12 for DURSS values of 2 through 7. Representative plots
are included as Figure 15. Due to insufficient sample size, a single rela-
tive frequency distribution is used for DURSS equal to 8. Data from all
periods of the year are required to produce the single distribution. No
serious error should result since the seasonal variation is relatively small
for long duration storm segments. For DURSS values greater than 8, an
approximate linear extrapolation of the DURSS equal to 8 PKHR distribution

is used due to the lack of historical data. This process is illustrated in



Table 12, Relative PKHR Frequencies by Period, for DURSS Values
of 1 Through 7 Hours
Period [ DURSS PKHR, in Hours
hrs 1 2 3 4 5 6 7
Jan 2 0,8423 0.1577
/ 3 0.4542 0.4583 0.0875
Feb 4 0.1944 0,4333 0.3223 0,0500
5 0.1340 0,2784 0,.3711 0,2165 0.0000
| 6 0.0408 0.2245 0.3469 0.2857 0.1020 0,0000
7 0.0357 0.1072 0.3571 0.2143 0,2143 0.0714 0.0000
Mar 2 0.8540 0.1460
/ 3 0.4432 0.5069 0.0499
Apr 4 0.2400 0.4280 0.3120 0.0200
5 0.1377 0.3293 0.3713 0.1617 0.0000
6 0.1047 0.2209 0.2442 0.3372 0.0930 0.0000
7 0.0192 0.2115 0.2500 0.2308 0.1923 0.0962 0.0000
May 2 0.7747 0.2253
/ 3 0.4130 0.5311 0.0559
Jun 4 0.1983 0.4526 0.3276 0.0215
5 0.1185 0.4222 0.2741 0.1778 0.0074
6 0.1061 0.3030 0.2879 0.1970 0.1060 0.0000
7 0,0000 0,2273 0.3182 0.2273 0.1364 0.0908 0.0000|
Jul 2 0.7399 0.2601
/ 3 0.4457 0.5233 0.0310
Aug 4 0.2282 0.4631 0,2819 0.0268
5 0.0805 0.4483 0.3218 0,1494 0,0000
6 0.1333 0,2333 0.3000 0.2333 0.1001 0.0000
7 0.0667 0.0000 0.4000 0.4000 0.0000 0.1333 0.0000
Sep 2 0.8269 0.1731
/ 3 0.4086 0.5305 0.0609
Oct 4 0.2488 0,4179 0.3333 0,0000
5 0.0667 0.3222 0.4111 0,2000 0,0000
6 0.0943 0.1698 0.3774 0.2642 0.0943 0.0000
7 0.0455 0,.2727 0.1818 0.3182 0.1364 0,0454 0.0000
Nov 2 0.8867 0.1133
/ 3 0.3962 0.5423 0.0615
Dec 4 0.2690 0.3858 0.3350 0.0102
5 0.1132 0.2453 0.3868 0.2547 0.0000
6 0.0615 0.2462 0.4000 0.2154 0.0769 0.0000
7 0,0556 0,1944 0,1667 0.3611 0.1667 0.0555 0.0000
Note: DURSS=1 is the degenerate case
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Figure 16, By referring to Table 12, it will be noted that there is very
little difference in the relative frequencies for different periods of the year,
except for high values of DURSS where small sample bias introduces vari-
ability. This agreement between periods of the year is also illustrated by
Figure 15. For this reason, an example series of PKHR distributions
(from the Jan-Feb period) is included in Figure 16 to show the typical pro-
gression of shapes with increasing values of DURSS. The extrapolation
from the DURSS equal to 8 distribution maintains a third hour peak and
distributes the relative frequencies as shown in Figure 16. This extrapo-
lation best approximates the trends observed in the data, Tahle 13 lists
the resulting PKHR relative frequencies corresponding to DURSS equal to

8 through 14. The lack of PKHR occurrences in the first and last two
hours of the DURSS equal to 9 through 14 distributions is an accurate re-

flection of trends observed in the historical data.

Building the '"Shape Catalog"

For a given value of DURSS and PKHR, the unimodal (single peak)
shape of a storm segment allows a very simplified distribution of ACCUM
over the storm segment hours., The approximately triangular hyetograph
shapes appear to vary in a completely random fashion. For purposes of
comparison, each empirical hyetograph shape was normalized by dividing
each hourly intensity by ACCUM. By listing the normalized shapes in or-
der of increasing ACCUM, holding DURSS and PKHR constant, it was de-
termined that this remaining variability in the distribution of precipitation
had no detectable relationship with the magnitude of ACCUM. Although de-

pendence of shape on ACCUM was not generally evident, an occasional
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Table 13. Relative PKHR Frequencies for DURSS Values

of 8 Through 14, for All Periods

DURSS PKHR, in Hours

hrs 1 2 3 4 5 6 7 8 9 10 11 12 13 14
3 [0.0000 0,0930 0.3140 0.2330 0.1740 0.1630 0.0230 0,0000

9 [0.0000 0,0000 0,2797 0.2399 0.2000 0.1601 0.1204 0.0000 0.0000

10 |(0.0000 0.0000 0.2331 0.2065 0,1799 0.1534 0.1268 0.1003 0.0000 0.0000

11
12
13
14

0.0000 0,0000 0,1998 0,1808
0.0000 0.0000 0.1748 0.1606
0.0000 0.0000 0.1554 0.1443
0.0000 0,0000 0.1399 0.1310

0.1618 0.1428 0.1239
0.1463 0.1321 0.1179
0.1333 0.1222 0.1111
0.1221 0.1133 0,1044

0.1049 0.0860 0.0000 0.0000

0.1036 0.0894 0.0753 0.0000 0.0000

0.1000 0.0890 0,0779 0.0669 0.0000 0,0000

0.0956 0.0867 0.0778 0.0690 0.0602 0.0000 0.0000

8¢
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extreme value of ACCUM (associated with short to moderate values of
DURSS) showed a very strong peak hour accumulation. This is physically
appealing since high intensity rainfall associated with thunderstorm events
has been shown to be extremely short-lived [Stall and Huff (1971)] . It was
concluded that this occasional observation was of sufficient merit to include
in the model (due to the expressed interest in thunderstorm events).

A catalog of the mean normalized hyetograph shapes was compiled by
dividing the historical record of storm segment durations into three cate-
gories according to their relative importance and frequency of occurrence.
Since 929% of all storm segments have DURSS values equal to or less than
5 hours, and are likely to be associated with thunderstorm events, this
became the first and most important category. The above physical argu-
ment and observations led to a decision to store three shapes per period
in the first category for each fixed value of DURSS and PKHR, This al-
lowed the storage of mean hyetograph shapes based on the level of storm
segment accumulation (ACCUM). Therefore, one mean shape was stored
which represented the lower historical values of ACCUM. A second mean
shape was stored to represent the middle ranges of ACCUM. The last
mean shape stored represented the relatively few shapes corresponding to
higher values of ACCUM. The ranges or levels of ACCUM over which
these mean shapes were computed was determined by dividing the maxi-
mum historical value of ACCUM by 3. Therefore, the maximum accumu-
lation value associated with the computation of the lowest level mean hyeto-
graph shape was (ACCUM)_ . /3. The maximum value associated with the

computation of the middle level mean shape was 2 X (ACCUMJW/ 3. The
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upper level mean hyetograph shape was computed using all the remaining
historical shapes.

Only 6% to 8% of all storm segments have DURSS values of 6 through
8 which are used to form the second category. Therefore, due to the low-
er level of importance, one mean hyetograph shape was computed for each
fixed value of DURSS, PKHR, and period of year., The final category
covers DURSS values of 9 through 14, Only 1% to 2% of all storm seg-
ments fall in this category. Due to the lack of historical data and the
relative unimportance, only one mean hyetograph shape was stored in the
catalog for each fixed value of DURSS and PKHR, Some shapes not avail-
able in the historical data were filled in by eye based on the closest re-
lated historical shape, Shapes for DURSS equal to 12 were not included
since storm segments of this length did not occur in the historical data
and will not be generated, Table 14 summarizes the shape catalog and
gives the number of shapes stored per category, The entire shape cata-
log is listed in Appendix D as Tables D.1 through D.12, When generating
data in the model, the hyetograph shape (in the form of relative hourly
accumulations) is pulled from storage by specifying DURSS, PKHR, and

when required, period and ACCUM.,

Application of the Precipitation Model Using the Digital Computer

Considerable effort has been made to describe the precipitation pro-
cess in terms of independent random variables. The degree to which this
is accomplished is reflected in the simplicity of the resulting computer
model; and therefore, the efficiency of data generation. Independent ran-

dom variables can be modeled very efficiently by generating values from




Table 14,

Summary of Storm Segment Shape Catalog

| =5
Category DURSS, in Hours Comments Number of mean
| shapes stored |
| l |
1 2,3,4,5 | Store 3 mean hyetograph shapes (1 252
mean shape for each of 3 levels of |
ACCUM) per PKHR value, per
period of the year
| J _1
2 6,7,8 Store 1 mean hyetograph shape per 108
PKHR value, per period of the year
[ r |
| 3 9,10,11,13,14 Store 1 mean hyetograph shape per 37
PKHR value

Note :

For DURSS equal 1, shape is fully defined by ACCUM

Total
Stored

397 ]

4"
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the sample distribution or a fitted theoretical distribution. This is accom-
plished by the use of a random number generator., A large portion of the
model developed herein consists of modeling independent random variables,
which results in a remarkably efficient computer model, the details of

which are discussed below.

Modeling the Time Occurrence Random Variables

The locations of storm events and storm segments in time are deter-
mined by the independent random variables IATSE, IATSS, NSSSE, and
DURSS. Therefore, a single distribution is required to represent each
random variable in each period of the year., With the exception of TATSE,
the sample relative frequencies are read into computer storage (Tables 4,
5, and 7). A fitted exponential function represents the distribution of
IATSE and requires less storage since only the six sample means and six
lower cutoff levels are stored (Table 2). An added benefit is that IATSE
values can be computed directly from the exponential distribution function,
given a uniformly distributed random number from the interval zero to one.
IATSE is generated from that model whose period contains the first hour
of the interarrival time, which is in accordance with the way the data was
analyzed, The generated IATSE value is truncated to the nearest hour,
resulting in an average error in the discretization of 1/2 hour per about
100 hours average., Values of the remaining time occurrence variables are

obtained by a search of the appropriate sample cumulative distribution using

uniformly distributed random numbers. However, this search is greatly
shortened since it begins at the lower end of the distribution where the

probability is concentrated (refer to Appendices B and C).
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The sequence of generating and reassembling values of these random
variables to create storm events follows the exact reverse of the disas-
sembly of the historical data in order to precisely model the precipitation
process. The period in which a generated storm event occurs 1s deter-

mined by the period containing the first wet hour.

Modeling the Storm Segment Hyetogr aph

The intensity and distribution of precipitation within storm segments
is determined by the random variables ACCUM and PKHR, and the shape
catalog. The two random variables are not entirely independent and re-
quire the use of conditional distributions. Since the lognormal function is
fitted to the ACCUM sample distributions, only the means and variances of
the logarithms of the historical data are read into storage (Table 10).
Values of ACCUM can then be computed directly using standard normally
distributed random numbers produced by the random number generator.
PKHR requires the storage of 78 sample distributions in the form of rela-
tive frequencies (Tables 12 and 13). Values are generated using uniformly
distributed random numbers. The shape catalog requires the storage of
397 sample shapes in the form of normalized hourly intensities (Tables
D.1 through D.12). The shapes are selected from storage by fixed values

of DURSS, PKHR, ACCUM, and period, M, as required.

The Random Number Generator

The random number gené.rator used is one originally developed by
Marsaglia, et al, at McGill University, and is popularly called the ''Super-
Duper' [Marsaglia, MacLean, and Bray (1964)]. The basic generator is

now widely used in published statistical software packages and is available

el Ty
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at many computing fac ilities (including The University of Towa) as an on-
line subroutine. Several options are available at the call of a single pro-
gram statement. These include a umiformly distributed random number
from the interval zero to one, and a standard normal distributed random
number, both of which are used in the precipitation model,

The popularity of the "'Super-Duper" results from its ability to pro-
duce a series of random pumbers with the desired properties at an ex-
tremely high speed of generation (approximately 15,000 per second for both
the uniform and standard normal options). The generator requires two
integer seed values, one for each of two internal generators which are

combined to produce 2 single output.

University of Towa. A program listing, including data, and a gample out-
put are included in Appendix E as Tables E.1 and E.2. Figure 17 pre-
sents a simplified flow chart of the computer model.

After reading the distributions into storage, it is a simple matter to
generate values from the distributions in the proper sequence to construct
synthetic storm events, Briefly, this consists of generating an interarrival
time to a storm event (IATSE), and then generating and locating the storm
segments. This i8 repeated the desired number of times by the looping
process illustrated in Figure 17. The only complex part of the procedure
is determining the date of the storm event. In order to accomplish this,

a multiple level time update system Iis used. This involves a year,
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List of Flow Chart Variables:

ACCUM(N) Nth storm segment precipitation accumulation,
in inches.

DURSS(N) Duration of Nth storm segment, in hours.

IATSE Interarrival time to storm event, in hours.

IATSS(N-1) Interarrival time to Nth storm segment, in hours,

ISTART Random number generator seed (congruential gener-
ator).

JSTART Random number generator seed (shift register gen-
erator).

LL Incremental hourly counter referenced to beginning
of storm event,

LENGTH Length of storm event, in hours.

LYR Last year of data genmeration.

M Period of year counter

MHRS(M) Total number of hours in period M.

N Incremental storm segment counter,

NBYR Year counter (initialized with first year of data gen-
eration).

NHOURS Accumulated time in hours from beginning of period,
M.

NSSSE Number of storm segments in storm event.

PKHR(N) Peak hour of Nth storm segment, in hours.

RAIN(N, ) Hourly precipitation accumulations of the Nth storm
segment, Ith hour, in inches.

TRAIN Total precipitation accumulation in storm event, in
inches,

Flow Chart:
1
User Initialization |
(1) NBYR = First year of data generation (for example: 1976)

(2) LYR =

-increments each year
Last year of data generation
(3) Random number generator seeds:
ISTART = Any 1 to 7 digit integer value

JSTART = Any 1 to 7 digit integer value

Read statements|

|
M=1
NHOURS =0

;

Figure 17. Digital Computer Model Flow Chart
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| (see detail)

Generate one
value of TATSE

[ (1) Update NHOI_JLRS counter :
NHOURS = NHOURS + IATSE

and

(li_Compute month, day,
Bt_art

hour of storm event

Generate one
value of NSSSE

"

LENGTH =
TRAIN=0.0
LL=0

N=0 |

Storm segment
= generation loop
(NSSSE cycles)

Figure 17 (cont'd.)




Genera-.fte
DURSS(N)

Generate
ACCUM(N)

Generate
PKHR(N)

(1) Select storm s;.agment shape
from shape catalog
(2) Compute hourly accumulations,

RAIN(N,), 1=1,2,.., DURSS(N)

;

(L) Add to storm event length:
LENGTH = LENGTH + DURSS(N)
+ IATSS(N-1)*

(2) Add to storm event accumulation:
TRAIN = TRAIN + ACCUM(N)

| r

(1) Store storm event hourly acumu-
lations, HRAIN(LL), LL=LL+1,
LL+ 2,..., LENGTH
(place TATSS(N-1)* dry hours and

DURSS(N) wet hours into storagi)_

‘ no——___ N=NSSSE ? )
oo
| Write statements ]

i

(1) Update NHOURS counter : _J
TH

r

* [ATSS(0) = 0

NHOURS = NHOURS + LENG

. =

| Time update ~ G‘;OBO
| (see detail)

b

Figure 17 (cont'd.)
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period, and hour update process. The number of hours, NHOURS,
from the beginning of the period, M, is constantly updated in the genera-
tion process. When NHOURS exceeds the number of hours in the present
period, MHRS(M), the period increments to the next. At the end of the
last period of the year, the year and period are updated. Each new year
requires a leap year test to properly initialize the first period hours,
MHRS(1). The number of days per month (also stored) must be initialized
to reflect the presence of leap year. This constant update process is re-
quired to enable the specification of the hour, day, month, and year of
each storm event start.

The output of the computer program is designed to give all the infor-
mation necessary to conduct any precipitation study desired. A sample
output is included in Table E.2, First, the hour, day, month, and year
of the storm event start is given, followed by the interarrival time from
the previous storm event (IATSE, in hours), the total storm event length
(LENGTH, in hours), and the total storm event accumulation (TRAIN, in
inches). In addition, the storm event hourly accumulations are printed
out in inches,

The program is highly efficient, requiring less than 128 kilobytes of
storage (IBM 360 system). Compile time is approximately 20 seconds,
and in generation tests, 33 years of hourly precipitation were generated
in less than 30 seconds. Generation of any length can be accomplished by
initializing NBYR with the first year to be generated and assigning to LYR

the last year to be generated.
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IV. ANALYSIS OF RESULTS

Testing Methodology

The stochastic precipitation model just developed makes use of a
data decomposition process which divides the historical precipitation time
series into storm events, and in turn, into storm segments. The various
random variables defined to fully specify the location in time and the inten-
sity of storm segments represent what is believed to be the essence of the
historical time series of storm segments, and are represented by their
distributions in the precipitation model. These random variables, in large
part, are independent both serially and with respect to each other, To
test this, a considerable amount of correlation tests were previously con-
ducted with only DURSS and ACCUM displaying a significant dependence in
cross-correlation, An important additional test of the independence
assumptions can be conducted using the final model generated output.

The testing methodology proposed is to generate a data set of suffi-
cient length to provide adequate sample sizes, and to test the important

statistical aspects of the resulting storm events against those in the his-

torical data set., Therefore, storm events will be tested instead of storm
segments., This approach provides the best tests of the precipitation
model since storm events are modeled in component form (i.e., storm
segments). As a result, the storm segments, and their relationship to

each other, must be precisely modeled to permit their proper assembly
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into storm events. Any undetected dependence in the random variables
will almost certainly result in a lack of statistical agreement in the dis-
tributions of the historical and generated storm event durations and accu-
mulations. A separate test of storm segment hyetograph shape (modeled
by PKHR and the shape catalog) is not proposed since representative his-
torical shapes are used directly in the model, with the primary purpose
of providing a natural variety in the detailed precipitation structure.

The tests are conducted in two stages. A series of simple tests are
conducted first to determine if the model is reproducing the basic aspects
of the precipitation process. These aspecis are:

(1) Number of storm events generated in each period of the year

(2) Storm event duration comparison

a, Comparison of cumulative distributions

b. Comparison of means and standard deviations

(3) Storm event accumulation comparison

a, Comparison of cumulative distributions

b. Comparison of means and standard deviations
The second stage of testing is stronger, and involves testing the depth
versus duration relationship of storm events. Two comparisons are made
which, in conjunction with the simple tests above, provide the necessary
information on the applicability of the model. These are:

(1) Storm event cumulative depth-duration comparison

(2) Storm event depth-duration comparison for different frequency

levels,
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Data Generation Test Results

The above testing methodology was implemented by first generating
a sample data set of 33 years length. A generated length equal to the his-
torical record is advantageous since the sample sizes can be directly com-
pared, In addition, based on experience with the historical record, a 33
year record length is entirely adequate in terms of sample size. The
generated data were first separated into storm events using the procedure
developed earlier for the historical data (including the same cutoff levels).
The number of storm events occurring in each period of the year were
compared to their historical counterparts and the results presented in
Table 15. The close agreement in this simple statistic is very significant,
gsince it implies that the variables IATSE, IATSS, NSSSE, and DURSS are
being modeled properly. These variables, it will be recalled, entirely
specify the time occurrence of precipitation and were assumed to be serial-
ly and mutually independent within each period of the year. IATSE controls
the time between storm events, and IATSS, NSSSE, and DURSS directly
determine the length of storm events., The primary variable determining
the number of storm event occurrences is [IATSE, with the remaining vari-

ables contributing to a lesser degree,

Storm Event Duration Comparison

The storm event duration distributions were computed for both the
generated and historical data, and overplotted for direct comparison.
These distribution comparisons are included in Appendix F as Figures F.1
through F.6. The distributions are virtually identical in each of the six

periods of the year even though the historical distributions are significantly




Table 15. Comparison of the Number of Storm Events in 33 Years of Continuous Record, Historical
Versus Generated

Absolute %
Period Number of Storm Events Deviation of Genmerated | Deviation of Generated
Historical Record | Generated Record from Historical from Historical
Jan-Feb 306 292 -14 -4,6
Mar-Apr 428 404 -24 -5.6
May-Jun 607 597 -10 -1.6
Jul-Aug 491 480 -11 -2.2
Sep-Oct 370 376 6 1.6
Nov-Dec 318 299 -19 -5.9

Table 16. Results of Two-Sample Kolmogorov-Smirnov Tests (Historical Versus Generated Duration,
Depth, and Depth-Duration Distributions)

Duration Depth Depth-Duration
Period K-S K-S 95% K-S K-S 95% K-S K-S 95%
Statistic Conf. Lmt, Statistic Conf. Lmt. Statistic Conf. Lmt,
Jan-Feb 0.062 0.248 0,090 0,248 0,092 0.215
Mar-Apr 0,040 0.248 0,037 0.248 0.105 0.215
May-Jun 0.035 0,248 0.050 0,248 0.065 0.215
Jul-Aug 0.050 0.248 0,060 0.248 0,100 0.215
Sep-Oct 0.063 0.248 0,060 0.248 0.085 0.215
Nov-Dec 0.068 0.248 0,093 0.248 0.065 0.215

99
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different between periods. A plot comparing two periods is included as
Figure 18, The difference between the two sample cumulative distributions
was tested using the Kolmogorov-Smirnov test [Llndg;ren and McElrath
(1969), page 277]. These results, presented in Table 16, show no signifi-
cant difference between the two,

The mean and standard deviation of the storm event durations were
also computed for comparison in each period of the year. These values
are listed in Table 17, and show very close agreement, It will be noted
that the means differ by less than one hour for all periods of the year,

A test of the equality of the means was conducted by using the normal
approximation to the distribution of the means [Hogg and Craig (1970)] -
These results are also listed in Table 17, and show no significant diﬁer-
ences.

The results of the above tests, coupled with the aforementioned agree-
ment in the number of storm event occurrences, lends support to the as-
sumptions of independence in the time occurrence random variables [ATSE,

IATSS, NSSSE, and DURSS, and to the correctness of their representation.

Storm Event Accumulation Comparison

Next, the storm event accumulation distributions were computed for
both the generated and historical data, and overplotted for direct compari-
son, These distribution comparisons are included in Appendix F as Fig-
ures F.7 through F.12. A plot comparing two periods is included as Fig-
ure 19. The results show very little difference between the distributions
in each period of the year. The difference between the distributions was

tested using the Kolmogorov-Smirnov test. These results, included in
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Table 17.

Comparison of Means

Versus Generated

and Standard Deviations of Stor

m Event Durations, Historical

Test of Equality

Historical Data, 33 Years Generated Data, 33 Years Deviation of of the Means
Period Mean, Std. Dev., Mean, Std, Dev., Generated Mean Test 80%
in Hours in Hours in Hours in Hours from Historical Statistic| Conf. Interva
Jan-Feb 13,08 10.22 13.31 10,88 0.23 0.650 |0.100-0.900
Mar-Apr| 15.77 14,09 16.62 15.50 0.85 0.887 |0.100-0.900
May-Jun 8.87 8.00 8.77 8.45 -0,10 0.380 |0.100-0.900
Jul-Aug 6.80 6.00 6.46 5.64 -0.34 0,107 0.100-0.900
Sep-0Oct 12.31 13.34 12.31 14.59 0.20 0.614 |0.100-0.900
Nov-Dec 14.64 11.72 15.47 12.21 0.83 0.890 |0.100-0.900
Table 18. Comparison of Means and Standard Deviations of Storm Event Accumulations, Historical
Versus Generated
Test of Equality
Historical Data, 33 Years Generated Data, 33 Years Deviation of of the Means
Period Mean, Std, Dev., Mean, Std. Dev., | Generated Mean Test 75%
in Inches in Inches in Inches in Inches |from Historical |Statistic|Conf. Interval
Jan-Feb 0. 221 0,307 0.211 0.226 -0.010 0.288 |0.125-0.875
Mar-Apr| 0.426 0.490 0.453 0.563 0.027 0.866 |0.125-0.875
May-Jun 0.461 0.567 0.473 0.683 0,012 0.697 |0.125-0.875
Jul-Aug 0,498 0.661 0.507 0.837 0.009 0.617 |0.125-0.875
Sep-0Oct 0.530 0.744 0.566 0.854 0.036 0.826 |0.125-0.875
Nov-Dec 0.339 0.489 0.320 0.337 -0,019 0.250 |0.125-0.875
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Table 16, show no significant difference. The mean and standard deviation
of the storm event accumulations were computed for comparison in each
period of the year. These values are listed in Table 18, and show very
close agreement. A test of the equality of the means was conducted by
again using the normal approximation for the distribution of the means.
These results are included in Table 18, again showing no significant differ-
ences.

The results of these tests and comparisons tend to support the con-
tention that ACCUM is solely dependent on DURSS. Any significant undis-
covered dependence of ACCUM on the other time occurrence variables
would have likely caused greater differences between the historical and
generated distributions. In addition, an implicit requirement of the lack
of difference in the distributions is the proper modeling of the time occur-

rence random variables,

Storm Event Cumulative Depth-Duration Comparison

The storm event depth-duration distributions were computed and plot-
ted for comparison, and are included in Appendix F as Figures F.13
through F.18, A representative plot, comparing two periods of the year,
is included as Figure 20. Agreement in these distributions requires that
storm events of a given length contribute the same portion of the total 33
year depth, The difference between the two sample distributions was tested
using the Kolmogorov-Smirnov test. These results, which are included in
Table 16, show no significant difference between the historical and gener-
ated distributions. Considering the severity of the test, agreement between

the distributions is quite remarkable. The small differences that do occur
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perhaps can be explained in terms of model deficiencies. Throughout the
year, there appears to be a consistent small difference in the distributions
in the upper ranges (i.e., long duration storm events). This difference
may be a result of the slight serial dependence in ACCUM observed in
earlier tests. It will be recalled that this trait is believed to occur only
in long duration storm events, which could adequately explain the observed
difference in distributions. A second type' of difference, which appears fo
occur over the entire distribution, is evident during the two transition
periods of the year, Mar-Apr and Sep-Oct. These two distributions dis-
play the most widespread differences, and are included as Figures 21 and
92. This is probably the result of rapidly changing meteorological condi-
tions during these periods, causing the assumption of stationarity in each

period to be less than accurate.

Storm Event Depth-Duration Comparison for Different Frequency Levels

An additional depth-duration comparison can be made which better
illustrates the relationship for various frequency levels. These compari-
sons are included in Appendix F as Figures F.19 through F.24. Two
representative plots are included as Figures 23 and 24. These plots show
the frequency of storm event occurrence for a given depth-duration rela-
tionship. The 90% and 99% frequency levels are plotted, which means that
90% or 99% of all storm events of that period occur at or below the appro-
priate plotted level. The scatter of points at the 99% level is greater than
that at the 90% level due to the infrequent occurrence of storm events
above the 99% level. The extent of agreement between the historical and

generated data appears to be excellent. The small variation within a
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frequency level in these plots appears to be sampling variation. However,

The historical and gen-

there is an unmistakable grouping at each level,

erated results group together such that different frequency levels appear

significantly different.




V. CONCLUSIONS

Attainment of Objectives

Attainment of Primary Objective

The stochastic precipitation model just developed is primarily intended
for use in the Ralston Creek flood hazard study., This primary purpose re-
sulted in specific steps being taken in the model development to emphasize
the model's ability to represent those periods of the year and types of
storm events believed to be most important from a flooding viewpoint.
Storm events emphasized are those that occur primarily during periods 3
and 4, corresponding to the summer season. Critical storm events are
known to be those that contain severe thunderstorm cells which yield a
short duration and high intensity rainfall. Emphasis of this type results
in an indirect benefit that contributes to the primary objective. This ben-
efit is the increased efficiency and simplicity resulting from the lack of
need to generate extreme values of those model random variables (IATSS,
NSSSE, and DURSS) specifying the time occurrence and persistence of pre-
cipitation within storm events. Only extreme values of ACCUM are nec-
essary to adequately model the storm events of interest. This is not to
say that other periods of the year, and long storm events, are not ade-
quately modeled, On the contrary, the extremely long historical record
provides excellent sample distributions from which to generate values of

IATSS, NSSSE, and DURSS during all periods of the year.
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Representation of Extreme Events.-- Based on the success of the

method of storm segments in the model development, and the depth-dura-
tion comparisons and tests in the results, the model should find success-
ful application in the Ralston Creek study, The depth-duration comparisons
indicate an accurate reproduction of the frequency of occurrence of storm
events of a like depth-duration relationship., This agreement can only be
observed for storm events of record where sample sizes are adequate.
There is no way that an extrapolation of these conclusions can be made for
extrerﬁe events of rare occurrence in the historical record, or for those
yet to be observed, Comments can only be made in terms of levels of con-
fidence, a subjective conclusion based on all the observations and results.
The model has no knowledge beyond the historical record, but relies on
statistical trends in the historical data to produce extreme events during
data generation, There is an acceptable level of confidence that the model
can produce extreme events that are representative of those that might
occur,

Efficiency in Data Generation.-- Of equal importance is the efficiency

of the model in data generation., Without a high level of efficiency in the
digital computer application of the model, long term data generation cannot
be adequately accomplished, and therefore, extreme storm events cannot be
effectively analyzed, The precipitation model developed herein for digital
computer application was tested under conditions representative of those it

should encounter in application. The data generation efficiency seems to

be adequate for any foreseeable use.
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Attainment of Secondary Objective

Model Applicability at Other Locations.-- Stochastic precipitation

modeling by the method of storm segmenis is a unique approach that holds
considerable promise in other applications. The promise of success else-
where rides with the independence of storm segments and the associated
time occurrence random variables IATSS, NSSSE, and DURSS. The inde-
pendence of storm events has already received some measure of accep-
tance elsewhere. The physical arguments supporting the independence of
storm segments would seem to be applicable to most areas if the size and
speed of storm cells are of the same order of magnitude as those experi-
enced in the immediate vicinity of Ralston Creek. Squall lines (lines of
thunderstorms) are one of the most ordered precipitation producing mete-
orological patterns, providing a good test of storm segment independence.
An argument has already been made that this highly ordered structure pro-
duces a seemingly random pattern in the hourly precipitation accumulations
recorded at a fixed point on the surface, resulting in the independence of
storm segments. If this highly ordered structure results in independent
storm segments at Ralston Creek, then there is reason to believe that in-
dependent storm segments will be encountered at other locations. K this
is the case in future studies, then the method of storm segments can be
applied in much the same manner as done herein.

Other applications will likely involve areas where the historical data
set is of insufficient length to produce adequate sample distributions for
use directly in data generation. In these cases, distribution fits may be

required, This will create no problem in applying the storm segment
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method, and may even be desirable in order to generate extreme values
of interest.

There are no inherent limitations to the use of the precipitation model
in other locations, beyond those already discussed, Assuming a point
precipitation model is required, and the time increment chosen is compat-
ible with the meteorological conditions (producing independent storm seg-
ments), then the model should find a useful application. The fact that it
is a point precipitation model will limit its use to watersheds of a few
square miles or less, The maximum watershed size will be dependent on
the local meteorological conditions. ¢ these conditions are such that the
precipitation is predominately widespread and oniform, then the maximum
watershed size could be increased. If rainfall tends to be highly localized,
such as that produced by thunderstorm events, then the watershed size
would have to be limited in size such as the Ralston Creek watershed.

The time increment chosen must also be compatible with the water-
shed size., The time increment must be small enough to prevent excessive
smoothing of the outflow hydrograph. Gentle topography and land use are
not of direct concern with the exception of their influence on the time of
concentration and rapidity of response of the watershed to precipitation
inputs,

Localized influences on the precipitation process, such as those pro-
duced by mountainous terrain or urbanization, should not prevent use of the
model as long as the data set used can be assumed to be stationary,
Locations effected by tropical storms will probably require a separate

model for those events due to their infrequent occurrence and unusual
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characteristics. Arid regions will pose special problems in scheduling the
occurrence of storm events due to the strong persistence of dry periods.
However, the method of storm segments still should be applicable assum-
ing that the time occurrence of storm events can be specified by the

appropriate meodel.

Model Applicability Using Other Time Increments.-- The success of

the precipitation model developed herein is based on the definition of storm
segments and their independence in relation to one another. It is possible
that a radically different observation interval (i.e., different time incre-

ments) will upset this independence between storm segments by altering the
mean number of storm cells observed per uuii: interval during wet periods.
Therefore, to use a different time increment would require that the corre-
lation studies be repeated for each of the model random variables to re-

establish the independence of storm segments.

Model Deficiencies

No aspect of the precipitation model was judged deficient for the pur-
pose for which it was developed. However, several areas could be con-
sidered deficient if other purposes (i.e., other than the Ralston Creek
flooding hazard study) become important. I winter precipitation events,
or those events which contain a large number of storm segments (long du-
ration), become more important, then some consideration will have to be
given to the slight serial dependence found in ACCUM for those cases.
Based on test results during the two transition periods (Mar-Apr and

Sep-Oct), the two~month equal length divisions of the year may be less
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stationarity, If a greater
a different

than ideal for the modeling of seasonal non-

modeling accuracy in these two periods becomes desirable,

system of division, perhaps using unequal lengths, may be appropriate.

Other areas of potential deficiency will probably arise as new uses of the

model are proposed. It is obviously impossible to develop a practical

model suitable for every conceivable use. Therefore, any new uses pro-

posed will require 2 detailed study to determine if model modifications are

needed.
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DATA ACQUISITION AND PREPARATION
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Ralston Creek Watershed

The watershed of the north branch of Ralston Creek is adjacent to
lowa City on the east and lies north of Rochester road between Towa
City and West Branch. It is roughly three and one-half miles long in an
easterly and westerly direction and seven-eights of a mile wide (see Figure
A.1). The main stream flows in a westerly direction to a streamflow
gaging station which is located near the southwest corner of the watershed.
The main stream has a total length of about four miles in which the total

fall is 140 ft.
The westerly portion of the watershed may be described as strongly

rolling to rough, and the easterly portion is gently rolling. The average
slope of the ground surface is approximately 500 ft per mile. According

to the soil survey of Johnson County, Iowa, the soil of the watershed is
Clinton silt loam which is derived by weathering from loess. Approxi-
mately 40 percent of the area is under cultivation, 40 percent is in pasture,
and 20 percent is in timber, brush, and orchard, A very small portion

is urbanized, but this is expected to increase dramatically in the coming
years. The pattern of cultivation has not varied seriously during the
period of record, A high percentage of the pasture and woodland has
contributed to a fairly constant land use due to the rough topography along
the southern part of the watershed. In fact, the variation in typical crops
has proved so small that only infrequent field surveys have been required.
Both the topography and the cover have remained remarkably constant for

a third of a century. The likelihood of substantial urbanization in the near

future indicates the end of this situation, though only the rougher portion
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of the area will probably be effected. Urbanization is expected to pro-
ceed from west to east, primarily in the form of housing developments
and supportive goods and services industries, It is this promise of rap-

idly increased urbanization that is of particular interest.

Hourly Precipitation Data Sources

The hourly precipitation data utilized in the model were obtained
from the original gage charts and published data derived from these
charts. Standard weighing-type recording precipitation gages and non-
recording gages have been in use on the Ralston Creek North Branch
watershed since 1924. During the period from June 8, 1924 through
December 20, 1940, a single recording gage and from 5 to 7 nonrecord-
ing gages were in use. This period of record was not included in the
data set for two reasons. First, the record from the single recording
gage was incomplete in numerous places, and second, later records re-
quire the weighted combination of 5 gages and would therefore result in
a nonhomogeneous set of data if both periods were combined,

From December 21, 1940 through December 31, 1973, 5 recording
gages were in operation on the North Branch watershed. From this
period, 33 years of continuous hourly precipitation record was assembled
for use in constructing the precipitation model. To provide an even 33
years of record, the data set began on January 1, 1941. The data were
taken from the following publications with the original gage charts pro-

viding additional references as required:
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(1) "Daily and Hourly Precipitation Hydrologic Network, Region 4:
Upper Mississippi', published monthly by the U, S. Department of Agri-
culture Weather Bureau, compiled at the Weather Bureau Hydrologic
Office, Towa City, Iowa, (period: Dec. 21, 1940 through Dec. 31, 1945).
Note: Beginning in May, 1941, the publication was compiled at the
Weather Bureau Office Hydrologic Unit, Kansas City, Mo. Also, the
above publication is the forerunner of the next publication, 'Hydrologic
Bulletin'', compiled at the same location.

(2) "Hydrologic Bulletin, Hourly and Dally Precipitation, Upper Missis-
sippi District", compiled at the Weather Bureau Office, Kansas City,
Missouri, published monthly, (period: Jan. 1, 1946 through Jul. 31,
1948). Note: This publication is an extension of the publication immedi-
ately above.

(3) '""Climatological Data - Towa", U. S. Department of Commerce,
Weather Bureau, Washington, D. C., published monthly, (period: Aug.
1, 1948 through Sept. 30, 1951).

(4) "Hourly Precipitation Data - Iowa'", U. S. Department of Commerce,
National Oceanic and Atmospheric Administration, Environmental Data
Service, Asheville, N. C., published monthly, (period: Oct. 1, 1951

through Dec. 31, 1973).

Transfer of Published Precipitation Records to Computer Card Format

Utilizing the publications listed above, a continuous hourly precipi-
tation record of 33 years length (Jan. 1, 1941 through Dec. 31, 1973),
for each of 5 gages, was transferred to 80 column computer card coding

forms, At this time, any errors encountered were corrected. Next,
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standard 80 column length computer cards were punched from these forms,
with the data exhibiting the following characteristics:

(1) The entire data set, 33 years in length, consisted of hourly precipi-
tation records resulting from 5 weighing-bucket recording gages, all
within the Ralston Creek North Branch watershed.

(2) Throughout the 33 year history, four different location configurations
resulted due to changes in gage location. In order to pinpoint the differ-
ent locations in time, a coding system was devised consisting of the 10
single integer digits, 1,2,......9,0. These numbers denote the 10

gage locations occurring since the first installation in 1924. The corre-
sponding map locations for the 10 map codes are shown on Figure A.l.
Column 80 on the computer cards was set aside for the map location
code.

(3) Five cards, one for each recording gage, were required for each
wet-day record. A wet-day was defined as at least one hour of nonzero
rainfall on one or more of the five gages in one calendar day. Each
card lists the date and gage number in columns 73 through 79; columns
73-74 for the day, 75-76 for the month, and 77-78 for the year. Column
79 was reserved for the gage number, always 1 through 5. By referring
to Table A.1, and Figure A.1, the gage locations can be determined at
any given time within the 33 year period.

(4) The hourly precipitation record was recorded in columns 1 through
72, allowing 3 columns per hour, beginning with the 12 midnight to 1
a.m. hour in columns 1 through 3. The data was recorded in inches,

as published, and in integer form permitting the recording of a maximum



93

of 8.87 inches as 887 in the 3 column width allowed, The value 999, as
well as 888, was set aside for signaling purposes as explained below.
(5) Throughout the historical record, numerous cases of missing or
"bad" data were encountered, necessitating some form of coding to sig-
nal the location of this problem, The number 999 was chosen to denote:
"nonzero precipitation exsists, but is unknown for this hour'". Therefore,
if one or more of the five gages was not operating during a given storm
period, a string of 9's would be substituted during the hours rainfall was
known, or thought to have occurred. The number 888 was set aside for
those few cases where the record of a complete day was missing and
absolutely no information was available to estimate the intensity or distri-
bution of the precipitation. In this case three 8's were entered at the
beginning and end of the day's record, with the rest remaining blank,

(6) Often the total precipitation accumulation of a storm was known,

but its distribution was not known. In this case the total precipitation
accumulation was entered, preceded immediately by one or more hours
of code 999, Total stcrm accumulations were not carried over from one
day to the next, thus necessitating the splitting of the total precipitation
accumulation for a storm occurring on two or more calendar days,
Therefore, within a given day the total storm accumulation was placed

in the final hour of the storm, or weighted and “split between two consec-
utive days with the total accumulation for the first day placed in the last
hour of the day and the remaining portion at the end of the storm on the

following day, This allowed (by machine computation) the distribution of

the rainfall accumulation over all 999 coded hours, including the hour




94

containing the total amount. The distribution of the total accumulation
takes place over all preceding 999 coded hours within that day until a
nonzero hour or the first hour of the day is reached. Therefore, the
distribution could also take place over slack, zero rainfall periods within
the storm without the necessity of using the 999 code. The most impor-
tant requirement is that the hour immediately preceding the total must be
a 999 hour, zero not being allowed since the total accumulation would
then be incorrectly interpreted as a one hour accumulation.

(7) Unlike the 999 code, the 888 code was not considered a program
code requiring special computations. This code was used only as a signal
that data was completely missing. That is,. all five gages were not oper-

ating.

Treatiment of Incorrect or Missing Data

As already mentioned, incorrect or missing data was encountered
during the transfer of published data to computer card form. This
necessitated the coding process already explained. These lapses in data
were handled as follows:

(1) T the process of copying the data onto the coding forms, any obvi-
ous faults in the data, or short lapses, were corrected or filled by eye
where easy to do so without chance of significant error. Therefore,
some cases of missing data calling for the 999 code were filled immedi-
ately by estimate, based on data from the remaining gages in operation.
The magnitude of the missing data problem was significant as all gages
at one time or another experienced varying degrees of malfunction.

Fortunately, except for a small handful of cases requiring the 888 code,



there was always at least one gage operating within the watershed allow-
ing a reasonably accurate data-fill,

(2) The 888 code cases were eliminated by using nearby precipitation
gages. In all cases the '""Morse" and "Oasis" gages located a few miles
from the watershed provided sufficient data to complete the record,

The precipitation characteristics were estimated by observing the inten-
sity and time distribution of the precipitation at these two gages.

(3) Following the manual transfer of data to the coding forms, the data

was punched onto computer cards as already described. After the cards
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were punched, they were verified using a standard card verifying machine.

(4) TFollowing card verification, a short computer program was used to
check for coding and punching errors. The resulting output, including

the precipitation list, was scanned and corrections made., All runs, in-
cluding recorded corrections on the output sheets, were saved for future

reference,

Missing Data Fill and Gage Combination Procedures

In order to facilitate the processing and eventual combining of the
corrected raw data resulting from the above steps, a computer program
was constructed to first fill in all missing data based on exsisting data:
(1) The first function of the computer program was to fill in missing
data as denoted by the 999 code, The program was designed to read into
storage one day's data and operate in hourly time increments to fill in
the missing data, Thus, the fill-in process progressed hour by hour and
each missing hour of data was estimated based on the data from the re-

maining gages in operation, Due to the close proximity of the gages




(see Figure A.1 ), any of several weighing schemes could be used to fill
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in any given missing hour with essentially the same results. On occasion,

storms occurred which hit only one area of the watershed. Therefore,
a weighing scheme that would give heavy weight to operating gages in
closest proximity was chosen to give good fill-in properties for "off-cen-
ter" storm occurrences, The weighing factor chosen was one which
varied depending on the inverse square of the distance between the inop-
erative gage and each of the remaining gages in operation. For off-cen-
ter storms, this gives a high weight to the closest gage. For relatively
uniform storms, the weighing scheme gives comparable results to any
linear scheme., Here we let X i be the distance between the inoperative
gage, i, and any other operating gage, j. And if Dj is the precipitation
hourly accumulation of an operating gage, and D; is the precipitation ac-
cumulation of the gage to be filled, then the weighing equation can be

written as follows:

=
[

_"li
I
t..-M
> |
nN

(2) If a total storm precipitation accumulation is encountered following
the last 999 code within the storm period, then an additional routine is
called to distribute this amount over the preceding 999 coded hours in-
cluding the hour on which the total is listed. But before this step is
completed, the fill-in routine above is performed. Thus, the fill-in

step gives the desired rainfall distribution, but not necessarily the

TS — ) W ——
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desired total storm accumulation, In order to determine the hourly
~ccumulations, the total accumulation 18 distributed over the same hours
filled in previously, without disturbing the relative intensity of one hour
as compared to another within the same storm event,

(3) In order to complete the data fill-in procedure, the linear distance
between gages 18 required for use in the weighing equation, A.1. These
are suppfied as linear distance matrices which are symetrical matrices
relating the map distance in inches between each of the gages as read
from a large watershe¢ map. Four different matrices are required, one
for each of the four gage location configurations listed in Table A.l.
These four matrices are included as Table A.Z2.

(4) After all missing data was filled, the resulting complete 33 year
data record from each of the five gages was combined into a single rec-
ord using the standard Thiessen method. The Thiessen weights for the
different gage configurations encountered over the 33 year period are pre-
sented in Table A.l.

(5) The final single record output was presented in printout form and
recorded on magnetic tape. The final hourly accumulations were com-
puted to 3 decimal places. Although the original data was to 2 decimal
places, the filling and combining process required the introduction of 3

decimal places to avoid rainfall loss due to round-off.

Final Data Pre sentation

In planning future statistical studies of the historical record, it was
determined that it would be more desirable to have a complete 33 calen-

dar year data record, including all the dry days. Therefore, the




Table A.1. Gage Location Numbers and Thiessen Weights

Gage No. Location Thiessen Effective
No. * Weight Date
1 T
1 2 05211 12/21/40
2 4 0.259
3 7 0.216
4 8 0.213
5 9 0.101
1 2 0.230 7/7/45
2 4 0.142
3 6 0.279
4 8 0.248
5 9 0.101
1 2 0.222 7/1/59 1
2 4 0.138
3 6 0.285
4 8 0,212
5 0 0.143
1 2 0,213 7/1/64
2 3 0.160
3 6 0.272
4 8 0.212
5 0 0.143
* see Figure A.1l.
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Table A.2.

Rain Gage Linear Distance Matrix,
in Map Inches

12/21/40 - 7/6/45

Inoperative Gage
2 3 4 5
1 0 15.15| 8.70| 8.35 | 13.05
o 215,15 0 12.70[18.75 | 23.55
(1]
S
23| 8.70 | 12,70 0 | 6.55 | 10.95
w
o
84 8.35 | 18.75| 6.55| O 5.15
5|13.05 | 23.55( 10.95| 5.15 0
| 7/7/45 - 6/31/59
i Inoperative Gage
) 1 2 3 4 5
1 0 15.15| 10.90 | 8.35 | 13.05
2 |15.15 0 7.40 |18.75 | 23.55
80
S
® 3110.90 7.40 0 11.85 | 16.40
E
~
Q
&4| 8.35 | 18.75/ 11.85 | o 5.15
5(13.05 | 23.55| 16.40 | 5.15 0




Table A. 2

(cont'd)

7/1/59 - 6/31/64

#3

Inoperative Gage

Py 2 3 4 5

1 0 15.15(10.90 | 8.35 | 12.75
2 115.15 0 7.40 |18.75 | 24.15

&0

S

O 3(10.90 7.40 0 11.85 | 17.10

2

(414

—t

2

O4| 8.3 | 18.75|11.85 0 5.45
5(12.75 | 24.15|17.10 | 5.45 0

7/1/64 - 12/31/73

i Inoperative Gage

J 1 2 3 4 5
1 0 10.40] 10,90 | 8.35 | 12.75
2 110,40 0 5.75 |15.00 | 20.45

&0

S

© 310,90 5.75 0 11.85 | 17.10

2

-

2

© 4| 8.35 | 15.00| 11.85 0 5.45
5112.75 | 20.45|17.10 | 5.45 0

100
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computer program used to combine the five gage records was also de-
signed to output onto magnetic tape the entire 33 year combined record,
including all days of the year. Card output consisted only of the wet-day
combined record since this was intended for file purposes and was not
used in the model conmstruction procedures. The following steps outline
the form and format of these two different outputs:

(1) A 1200 ft standard magnetic tape was acquired for the total combined
record output., The computer program was designed to output the precip-
itation data in the format, (24F5. 3, 312). Therefore, the logical record
length was 126, that is, 126 bytes per LRECL, per day. The format,
94F5.3, allows 24 hourly accumulations of 3 decimal places each for each
day of record, while the format, 3I2, provides space for the day, month,
and year. Block size factor was arbitrarily chosen to be 20. There-
fore, each block was 20 X 96 = 2520 bytes long. Using this format, ex-
actly 33 years of record (Jan. 1, 1941 through Dec. 31, 1973) was read
onto the tape as the first data set. The tape file aumber is SC0398 and
the data set name assigned was "WRAIN".

(2) In order to provide a more permanent record, the wet-day record
was read from the tape record above, and punched onto cards with the
format, (12F6.3,312,1X,'1',/,12F6.3, 312,1X,'2'). Thus, 2 cards were
necessary for each wet-day of record. The first card lists the a.m.
hours (columns 1-72), and date (day, month, and year in columns 73-78),
and after skipping column 79, the card number, 1, in column 80. The
gecond card has identical format and lists the 12 p.m. hours, the data,

and finally the card number, 2
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APPENDIX B

INTERARRIVAL TIME DISTRIBUTIONS
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Sep-Oct
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APPENDIX C

NSSSE AND DURSS HISTOGRAMS
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APPENDIX D

ACCUM DISTRIBUTIONS AND SHAPE CATALOG
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Figure D.34. Logonormal Density Functions, DURSS Equal 1 Through 14, Period 4
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Storm Segment Shape Catalog of Mean Normalized
Hyetographs, DURSS = 2

Table D.1,

Period | PKHR, |Accumulation Normalized
of Year|in Hours Limit, Hyetograph
in Inches Shape
1 1 0.055 0.67536 0.32462
1 1 0. 111 0.66565 0.33435
1 1 0. 166 0.68863 0.31137
1 2 0.065 0.32362 0.67637
1 2 0.130 0.30753 0.69247
1 2 0.195 0.27692 0.72308
2 1 0.238 0.69953 0.30046
2 1 0.476 0.78637 0.21363
2 1 0.714 0.80952 0.19048
2 2 0.204 0.24566 0.75434
2 2 0.409 0. 44151 0.55849
2 2 0.613 0.30343 0.69657
3 1 0,310 0.72129 0.27870
3 1 0.620 0.76693 0.23307
3 1 0.930 0.72030 0.27970
3 2 0.229 0.28518 0.,71482
3 2 0.458 0.19037 0.80963
= 2 0.687 0.18376 0.81624
u 1 0. 550 0.73105 0.26894
i 1 1.099 0.88263 0.,11737
u 1 1. 649 090397 0.09603
4 2 0.286 0.27381 0.72618
4 2 0.572 0.,25767 0.74233
4 - 0.858 0,17511 0.82489
5 1 0.503 0.72068 0,27930
5 1 1. 005 0.88197 0.11803
5 1 1. 508 0.65650 0.34350
5 2 0.344 0.28665 0.71334
5 2 0.689 0.32489 0.67511
5 L 1. 033 0.23684 0,76316
6 1 0.182 0.67608 0.32391
6 1 0.365 0.75070 0.24930
6 1 0.547 071515 0.28485
6 2 0. 161 0.32881 0.67119
6 2 0.321 0.32738 0.67262
6 2 0. 482 0.24481 0.75519




Table D,2. Storm Segment Shape Catalog of Mean Normallzed
Hyetographs, DURSS =3

rlod| PKHR, [Accumulation Normalized

of Year|in Hours Limit, Hyetograph

in Inches Shape

1 1 0.169 0.52286 0.30737 0.16977
1 1 0.338 0.53178 0.35507 0.11315
1 1 0.507 0.71821 0.19701 0.08477
1 2 0.177 0.24056 0.,52782 0.23161
1 2 0. 353 0.23137 0,50307 0.26555
1 2 0.530 0.,82C77 0.52261 0.05661
1 3 0.049 0,19429 0.,27489 0.53082
1 3 0.098 0.15394 0.36137 0.4BU4TH
1 3 0. 147 0,190u48 0,.37415 0.43537
2 1 0. 336 0.55458 0.30599 0,13942
2 1 0.672 0.76671 0,.,19762 0.03568
2 1 1.008 0.52778 0.46429 0.00794
2 2 0.232 0.20948 0.58758 0,20293
2 2 0.464 0.18170 0.58725 0.23106
2 2 0.696 0.20055 0.65542 0.174403
2 3 0,744 0.17846 0.32259 0.49895
2 3 0. 289 0.12363 0.33973 0.53664
2 3 0.433 0.00693 0.39261 0.600u46
3 1 0.322 0.64548 0.24451 0.11000
3 1 O.644 0.69792 0.22773 0.07434
3 1 0.966 0.76135 0.19131 0.04734
3 2 0.660 0.18639 0.64355 0.17005
3 2 1.319 0.,19823 0.65787 0.14390
3 2 1.979 0.15109 0.82317 0.02573
3 3 0. 380 0.12522 0.,30265 0.57212
3 3 0.760 0.11509 0,12276 0.76215
3 3 1. 140 0.0834171 0.16343 0,75316
o 1 0.329 0.64182 0.26130 0.09687
u 1 0.659 0,67205 0.28367 0.04428
4 1 0.988 0.76942 0,17642 0.05416
G 2 0.589 0.19374 0.6U7B7 0,15837
8 2 1.177 0.13762 0.78431 0.,07807
q 2 1. 766 0.25460 0.61504 0.13036
u 3 0. 216 0.08292 0.30576 0.61131
] 3 0. 431 0.01230 0.11066 0,B87705
8 3 0.647 0.02782 0.06646 0.90572
- 1 0. 296 0.62085 0.,26535 0,11370
5 1 0.591 0.63940 0.29487 0.06574
5 1 0. 6887 0.78254 0.194806 0.02340
5 2 0.374 0.20108 0.61631 0,18259
5 2 0.748 0,19324 0.668B96 0.13780
5 2 1. 122 0.,29655 0,.,53384 0.16961
5 3 0.090 0, 15744 0.30826 0.53430
5 3 0. 181 0.03957 0.19849 0.76194
5 3 0. 271 0.05860 0.,36762 0.57376
6 1 0. 198 0.55565 0.2918171 0. 15253
6 1 0.397 0.58030 0.32376 0.09594
6 1 0.595 0.84135 0.13504 0.02361
6 2 0. 208 0.24238 0.53756 0.22005
6 2 0.u17 0.19320 0.53231 0.274u49
6 2 0.625 0.24507 0.59547 0.15946
6 3 0. 137 0.15332 0.29891 0.54777
6 3 0.274 0.12363 0.33973 0.53664
] - 0,811 0,00730 0,24331 0,74939
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Table D.3, Storm Segment Shape Catalog of Mean Normallzed
Hyetographs, DURSS =4
rlod | PKHR, [Accumulation Normallzed
f Yenr|in Hours|{ Limlt, Hyetograph
. iln Inches Shape
1 1 0.425 0.49091 0.34182 0.13091 0.03636
1 1 0.637 0.50392 0,19152 0,19152 0,11303
1 2 0.464 0.,19367 0.85578 0.20240 0,70814
1 2 0.928 0.11663 0.50805 0.2u4879 0.12652
1 2 1. 392 0.01006 0.91092 0.05819 0.02083
1 3 0.112 0.10367 0.226174 0.46513 0.,20506
1 3 0.228 0.13625 0.23204 0,40472 0.22699
1 3 0.336 0.10344 0.21872 0.u42682 0.25102
1 o 0.016 0.12743 0.17143 0. 20285 0O.u46U28
1 g 0.032 0.10049 0.14216 0,31372 0,44363
1 4 0,048 0.104842 0.16925 0.31590 0.41043
2 1 0.285 0.50029 0.,27194 0,14523 0.08254
2 1 0.571 0.54663 0,30645 0,10852 0.03841
2 1 0.856 0.61916 0.26519 0,08528 0.03037
2 2 0.278 0.17428 0.48577 0.24764 0.09234
2 2 0.555 0.21902 0.4788B7 0.2u542 0.05669
2 2 0.833 0.06533 0.62699 0.27571 0.03196
2 3 0.206 0.10995 0.24548 0,47759 0.16697
2 3 0.411 0.07348 0.22084 0.57242 0,13325
2 3 0.617 0.07603 0.23451 0.57913 0.11034
2 U] 0.037 0.20000 0.,20000 0,20000 0.40000
2 t 0.074 0.036464 0.19309 0.31042 0,UL6003
2 [ 0.111 0.15350 0.20800 0.30601 0.33249
3 1 0.413 0.54939 0.26662 0.12140 0.,06258
3 1 0.826 0.63295 0.,27887 0.07630 0.01188
3 1 1+239 0.52984 0.33275 0.11236 0.02505
3 2 0.889 0,16024 0.56493 0,21434 0.06048
3 2 1.777 0.13944 0,74790 0.10660 0.00606
3 2 2.666 0.09415 0.51313 0.28245 0.11028
3 3 0.403 0.07583 0.24659 0,.,55584 0,12173
3 3 0.807 0.080669 0.18214 0.62322 0.174795
3 3 1.210 0.048739 0.29903 0,49861 0.15497
3 L] 0.278 0,14719 0.16234 0.28355 0.40693
3 Q 0.557 0.04427 0.13542 0,35937 0.46094
3 4 0.835 0.,00359 0.08024 0.25269 0.66347
§ 1 0.4861 0.60193 0,27205 0,08802 0.03800
4 1 0.923 0.61435 0.29947 0.06396 0.02222
] 1 1. 384 0.63542 0.28365 0.07370 0.00723
n 2 1.042 0.184486 0,57220 0,19720 0.04615
4] 2 2.085 0.14175 0.68711 0.74698 0.02416
U} 2 3.127 0.10028 0.67466 0,22136 0,00369
6 3 0.735 0.06021 0.,21214 0.56583 0.15382
] 1.469 0.00357 0.05805 0,.87233 0.06603
a 3 2.204 0,23730 0.28584 0,45009 0.02677
) y 0.375 0.01847 0,04600 0,10378 0.83174
4 g 0.750 0.09489 0.09B854 0.37044 0.u43613
[ L] 1. 125 0.06844 0,14578 0,29600 0.u4B978
5 1 0.618 0.54598 0.27690 0.12335 0.05377
5 1 1. 237 0.64839 0.26767 0,05916 0.02477
5 1 1. 855 0.63342 0.28949 0.07655 0.00054
5 2 0.637 0.19227 0.50100 0.,22444 0.08227
5 2 1. 278 0.14555 0,59737 0.21639 0.04069
5 2 1.911 0.21191 0.67711 0.10914 0.00182
5 3 0.472 0.09090 0,22005 0.50290 0.18613
5 3 0.943 0.09158 0.,18240 0.48019 0.24583
5 3 1. 415 0.07250 0.20989 0.59178 0.12582
5 4 0.0 0.0 0.0 0.0 0.0
5 ] 0.0 0.0 0.0 0.0 0.0 _
5 b 0.0 0.0 0.0 0.0 0.0
6 1 0.269 0.46435 0.2B256 0.16755 0.08553
6 1 0,539 0.62139 0.27246 0.,08810 0.017804
6 1 0.808 0.37129 0.30941 0.25124 0.06807
6 2 0.311 0.,20184 0.45u91 0.22162 0.12163
6 2 0.623 0.11663 0.50805 0.24879 0.12652
6 2 0.934 0.19800 0.58592 0.16494 0.0311b
6 3 0.610 0.11586 0.22230 0.46550 0,196133
6 3 1. 221 0.,14427 0.23519 0.37887 0.24166
6 3 1,831 0,03004 0.38667 0.58165 0.00164
6 '] 0.012 0.12143 0.17143 0,2u285 0O,u6u28
6 4 0.023 0.06667 0.06667 0.20000 0.66667
6 (] 0.035 0.05714 0.17143 0,37143 0.40000
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Table D.4. Storm Segment Shape Catulog of Mecan Normallzed Hyotographs, DURSS =5

Period| PRIR, [Accumulation Normullzed
of Year|in llours Limit, Hyulngruph
ln Inchos Shape

1 1 0.145 0.38068 0,28467 0,15478 0,10434 0.,07553
1 1 0.291 0,46819 0.23228 0.20079 0.05512 0.02362
1 1 0,436 0.33109 0.29256 0.22381 0.08871 0.06382
1 2 0.139 0.17311 0.37169 0.23370 0.15893 0.06256
1 2 0.277 0.,12834 0.39948 0,27924 0.13102 0.06191
1 £ 0, 416 0.13890 0.45582 0,19128 0.12869 0,08530
1 3 0.168 0.08629 0.22072 0,42392 0.17932 0.08975
1 3 0,337 0.08346 0.16309 0.39669 0.25896 0.09779
1 3 0.505 0,09738 0.21495 0.36121 0.25796 0.06849
1 4 0.209 0.06B40 0,13486 0,21421 0.40267 0.17986
i b 0. U417 0.15479 0.20539 0.21211 0.28255 0.14515
1 4 0.626 0.00479 0.07668 0,20607 0.40895 0.30351
1 S 0.0 0.0 0.0 0.0 0.0 0.0
1 5 0.0 0.0 0.0 0.0 0.0 0.0
1 5 0.0 0,0 0.0 0.0 0.0 0.0
2 Y 0.214 0.39737 0.26774 0.,15913 0.10191 0.07385
2 1 0. U428 0.38958 0.33990 0.14838 0.06423 0.05790
2 1 0.642 0,30841 0.28193 0.21184 0.12305 0.07477
2 2 0.526 0.16233 0,41888 0,23275 0.12601 0.06004
2 2 1.052 0.09842 0.52789 0.27845 0.08405 0.01120
2 2 1.578 0.22940 0.45501 0.17681 0,11153 0.02725
2 3 0.417 0.07310 0.20855 0.42900 0.,20882 0.08053
2 3 0.835 0.05897 0.20142 0.u6404 0.24557 0.03001
2 3 1.252 0.01340 0.22386 0.65429 0.08749 0.02095
2 g 0.160 0.07133 0,.15086 0.23069 0.38501 0.16210
2 ] 0.320 0.02302 0.09046 0.18967 0.44146 t.25538
2 8 0,480 0.03595 0.16664 0.27641 0.41784 0,10316
2 5 0.0 0.0 0.0 0.0 0.0 0.0
2 5 0.0 0.0 0.0 0.0 0.0 0.0
%__ 5 “L%- — 50 0.0 0.0 0.0 0.0

1 0. 350 0.59585 0,22902 6.11361 0.08729 0.020204
3 1 0.701 0.82007 0.13677 0.02621 0,01243 0.00450
3 1 1. 051 0.56996 0.22232 0.10077 0.08534 0.02161
3 2 0.491 D.14758 0.46361 0,25176 0.10242 0.03462
3 2 0.15696 0.546013 0.20785 0.07651 0.01854
3 2 0.18267 0.58601 0.17196 0.03892 0.02045
3 3 0.06465 0.19728 0.48504 0,19081 0.06222
3 3 0.06619 0.17485 0.46825 0.22975 0.06097
3 3 0.03553 0.,19168 0.57354 0.13475 0.06450
3 M 0.06266 0.10889 0.22300 0.43582 0.16963
3 ] 0.06183 0.14408 0.34435 0.37073 0.07901
3 q 0.01711 0.05381 0.25773 0.63948 0.03186
3 5 0.06266 0.10889 0.16963 0.22300 0.43582
3 5 0.06183 0.07901 0.14408 0.34435 0.37073
3 5 0.00182 0.00547 0.00730 0.38139 0.60401
M ] 0.46049 0,33699 0.14212 0.04426 0.01614
] 1 0.52019 0.28936 0.15161 0.03386 0.00497
5 1 0.52912 0.41066 0.05232 0.00592 0.00197
(1 2 0.14667 0,50714 0.23943 0.08255 0.02421
[} 2 0.10390 0.54619 0,24706 0,08440 0.01845
4 2 0.15783 0.53540 0.21306 0.06722 0.02649
[ 3 0.0B413 0.,22499 0.u6490 0.17287 0.05311
] 3 0.00845 0.10566 0.55417 0.26490 0.06681
4 3 2,710 0.00406 0,24834 0.56125 0.18450 0.00185
4 M 0.03434 0.09283 0.24951 0,49583 0,12750
] ] 0.01111 0.07778 0.09333 0.,42222 0.39556
4 4 0.06050 0.08900 0.25990 0.u4 140 0.14918
u 5 0 0.0 0.0 0.0 0.0 0.0
'] 5 0 0.0 0.0 0.0 0.0 0.0
] 5 0 0.0 0.0 0.0 0.0 0.0
5 1 0.50022 0.25157 0.14662 0.07045 0.03114
5 1 0.25325 0.25325 0.23701 0.19481 0.06169
5 1 0.42274 0.28004 0.16814 0.08543 0.04364
5 2 0.15653 0.46570 0.23143 0.09482 0.05152
5 2 0.19494 0.48815 0.24521 0.06418 0.00752
5 2 0.12088 0.56846 0.22142 0.05816 0.03107
5 3 0.08852 0.23029 0,43462 0.17485 0.0717
5 3 0.636 0.03002 0.17989 0.50393 0.21514 0.07143
5 3 0.954 0.01283 0.17723 0.42573 0.26854 0.11567
5 M 0,333 0.05020 0.13116 0.234710 0,39054 0.19400
5 Gt 0.667 0.03665 0.06477 0.22211 0.51955 0.15693
5 ] 1,000 0.02000 0.16500 0.24200 0.31400 0.25900
5 5 0.0 0.0 0.0 0.0 0.0 0.0
5 5 0.0 0.0 0.0 0.0 0.0 0.0
5 5 0.0 0.0 0.0 0.0 0.0 0.0
6 1 0.078 0.48563 0,23630 0.13363 0.08181 0.06262
6 1 0.157 0.45572 0.208u3 0,17068 0.10699 0.05818
6 1 0,235 0.42312 0.24134 0.18807 0,12180 0.02566
6 2 0.338 0.15175 0.37015 0,26618 0.12864 0.0B326
6 2 0.677 0.20801 0.46950 0,199u8 0.07297 0.05002
6 2 1. 015 0.14778 0.438u2 0.33399 0.06108 0.01872
6 3 0,342 0.09215 0.21078 0.37474 0.21566 0.10667
6 - 3 0.6813 0.05591 0.14537 0.,49372 0,24078 0,06421
6 3 1.025 0.00195 0.01951 0.63610 0,26634 0,.07610
6 4 0.196 0.07816 0,13089 0,22109 0.39544 0.17444
6 (' 0.393 0.07849 0.12657 0.23678 0,39811 0.16005
6 4 0,569  0,Qu097 0,18505 0.20592 0,44009 0,12799
5 5 .0 0.0 0.0 0.0 0.0 0,0
6 5 0.0 0.0 0.0 0.0 0.0 0.0
b ] 0,0 0.0 0,0 0.0 0,0 0.0




Table D,
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Storm Segment Shape Catalog of Mean Normalized Hyetographs, DURSS =6

Period
of Year

PKHR,
in Hours

Hour = 1

2

Normalized
Hyetograph Shape

3

L

5

6

0.43379
0.16752
0.13080
0,05422
0.02228

0.22268
0.39907
0.21554
0. 14085
0.08208

0.14016
0,24863
0.36061
0.21516
0.16872

0. 11530
0.11143
0.15464
0. 35589
0.21234

0.06876
0.04343
0.09030
0. 17212
0.32229

0.01930
0.02992
0.04811
0.06176
0. 19229

0.34550
0.13743
0.07256
0.04222
0.06166

0.27185
0. 43148
0.,22210
0.09366
0.09134

0.23907
0.39864
0.22468
0.12833

0. 10491
0.10401
0.18091
0,39019
0.20758

0.04503
0.06317
0.08121
0. 18683
0.37379

0.01857
0.02485
O.,04458
0.06242
0.13730

0.49195
0.18178
0.04176
0.03296
0.01121

0.31293
0.44725
0.16806
0.07822
0,02504

0.13341
0.22264
0.43554
0.20530
0.10889

0,03262
0.,10035
0.28453
0.39622
0.,29889

0.01822
0.03832
0.05714
0.23256
0.,44787

0.01087
0.00967
0.01297
0.05474
0.,10810

0.57242
0.17539
0.05490
0.01184
0.03099

0.24089
0. 44261
0,25118
0.03835
0,08163

0. 07940
0.23367
0.49801
0.,19696
0.10829

0.0u4876
0.10220
0.12754
0.48022
0. 18880

0.03178
0.03703
0,05179
0.20712
0. 46826

0.02675
0.00910
0.0165€
0.06551
0.,12205

0.43876
0.13795
0.09121
0.04723
0.03416

0.27691
0.44104
0. 17662
0.11166
0.05786

0.16089
0.20944
0.,43585
0.20205
C.10001

0.06784
0.13741
0.19069
0.38143
0.15171

0,04399
0. 06492
0,07u81
0., 17870
0.50958

0.01161
0.,00922
0,03083
0.07894
0. 14668

OO UTUUNEEEEFEFRFIWWWWWINNDNNDN= = Do -

MEWN==2UEFWN2U0DNMEWNQUNFWN=230U0TFWN=2TEWN -

0.36628
0.12253
0.04983
0,02563

0.32940
0. 38336
0. 16241
0.11545
0.03814

0. 15507
0.20744
0.38738
0.23278
0.07104

0.07184
0.15960
0.25321
0.33817
0.18443

0.04391
0,10215
0.11428
0. 18122
0.41301

0.03349
0.02491
0.03288
0.08039
0.26774




Table D.6,.

Storm Segment Shape Catalog of Mean Normalized Hyetographs, DURSS =7

157/

Period
of Year

PKHR,
in Hours

Hour =1

2

Normalized

Hyetograph Shape

3

4

5

6 7

0.33721
0. 14851
0.08074
0.05439
0.04951
0.07794

0.31395
0.34970
0.16883
0.09597
0.06942
0.10779

0.20930
0.17838
0.31134
0.19744
0.13034
0.10779

0.03488
0.13223
0.22816
0.30768
0.22840
0.14510

0.03488
0.09031
0. 11541
0.17820
0.33977
0. 17288

0.03u488 0,03u88
0.07414 0.02673
0.06005 0,03548
0. 11€64 0,04970
0.13987 0.04268
0.26679 0.12168

0.29282
0.18490
0.04212
0.02650
0.01116
0.02204

0.21547
0.36617
0.16909
0.07714
0.04106
0.03853

0.17127
0.20168
0.49855
0.21260
0.07850
0. 11995

0.12707
0.13220
0.18979
0.37375
0.15092
0.174931

0.11602
0. 07806
0.05528
0. 16370
0.43001
0.19166

0.07182 0.,00552
0.02325 0.01374
0.031768 0.01349
0.11250 0.03382
0.20620 0.08214
0.35209 0.12643

0.0

0. 15249
0.02331
0.04726
0.02683
0.04289

0.0

0.49188
0.10330
0.08343
0.10703
0.11539

0.0

0.22296
0.53276
0.17227
0.15503
0.13905

0.0

0.05186
0.20761
0.30861
0.23298
0. 14268

0.0

0.04023
0.09527
0.23086
0.34492
0. 20515

0.0 0.0

0.02742 0.01315
0.03073 0.,00702
0.09995 0.05762
0.09920 0.03401
0.29046 0.060836

0.51163
0.0
0.02511
0.03802
0.0
0.02355

0.14424
0.06915
0.03442
0.06676
0.01715

0.25000
0.0

0.15990
0.09717
0.0

0. 06201
0.36685
0.20716
0.09940
0.08578
0.04287

0.08140
0.0
0.45543
0.24846
0.0
0.06201
o1
0.23733
0.34526
0.17296
0.12673
0.05788

0.06977
0.0

0.20619
0.33364
0.0

0.07642
0.09465
0.17869
0.37943
0.20227
0.24652

0.04651
0.0
0.11430
0. 18376
0.0
0.22054

0.02907 0.01163
0.0 0-0
0.02828 0.01078
0.07499 0.02395
0.0 0.0
0.32384 0.23160

07612
0.08490
0.13780
0. 19226
0.34634
0. 29904

0.04325 0.01211
0.05053 0.02149
0.03527 0.02665
0.08702 0.03451
0.15095 0.02116
0.33119 0.00536

mmmmmmmmmmm%ﬂnﬂaﬂnwmuwwuuuuuuudadaaa

ml.nr-uu..nmmnuu-qmm-nuuammawuammnwuammauua

0.23631
0.09143
0.13275
0.02981
0.03270

0.05278

0.18823
0, 44221
0.18298
0.11215
0.05252
0.05363

0.14872
0.21960
0.26937
0.20141
0.09387
0.06327

0.12663
0.10647
0.17002
0.32919
0.19234
0,12004

0.10739
0.06676
0.11614
0. 16744
0.29583
0.20758

0.10739 0.08930
0.04632 0.02722
0.07835 0.05039
0.11442 0,04558
0.23258 0.10015
0.,37791 0.12478
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Period
of Year

PKHR,
in Hours

Hour — 1

2

3

Normalized
Hyetograph Shape

4

5

6

7

0.11382
0.05563
0.04287
0.03604
0.03333
0.03333

0.25203
0.16119
0.06150
0.05405
0.06667
0.06667

0.19512
0.29713
0.11899
0.12613
0.10000
0.10000

0.19512
0.19793
0.28822
0.20721
0.16667
0. 13667

0.09756
0.13967
0, 25986
0.33333
0.20000
0.15667

0.09756
0.08259
0.13973
0.15315
0.232333
0.20000

0.04065
0.084581
0.06238
0.07207
0.16667
0.22333

0.00813
0.02144
0.031744
0.01802
0.03333
0. 08333

0.14025
0.03158
0.02950
0.11291
0.02873
0.05128

0.28869
0.19751
0.07375
0.12234
0.06315
0.05128

0.21796
0. 35926
0.21513
0.16229
0.09739
0.05128

0.12039
0.20180
0.34075
0.17010
0.13951
0.05128

0.09288
0.10765

0.23275
0.22499
0.05128

0.05u483
0.07259
0.07787
0.09787
0.30235
0.07692

0.04777
0.02080
0.03208
0.06338
0.09795
0.41026

0.03720
0.C0880
0.01129
0.03832
0.04593
0.25641

0.18622
0.03646
0.01321
0.00974
0.01324
0,01324

0.45598
0.12190
0.06078
0.08865
0.06823
0. 03564

0.,16707
0.42u439
0.19187
0.12264
0.10591
0,06823

0.10284
0.22780
0.38242
0. 17582
0.21181
0, 10591

0.05900
0.08088
0.20194
0.27817
0.24236
0.21181

0.01u456
0.05612
0.10692
0. 19291
0.266884
0.,2U4236

0.00856
0.03248
0.03734
0.09688
0.05397
0.266884

0.00577
0.00550
0.03519
0.03564
0.05397

0.31311
0. 14105
0.00990
0.00971
0.00302
0.00902

0.34098
0.28607
0.08581
0.07153
0.00302
0.01302

0.10984
0,u40342
0.23432
0. 14400
0,.00906
0.01906

0.07705
0, 11843
0.30363
0.29082
0.10272
0.10272

0.07705
0.01892
0.16832
0.39599
0.41390
0. 14000

0.06066
0.01531
0.09241
0.07860
0.,83202
0.29000

0.01148
0.01378
0.07591
0.00702
0.03323
0.41202

0. 00984
0.00301
0.02970
0.,00232
0.00302
0.01416

0.12803
0.03583
0.04333
0.01556
0.00209
0.01209

0.37870
0.12403
0.08799
0.03025
0.05950
0.0u532

0.18963
0.37870
0.16813
0. 15557
0.09290
0.05950

0.13701
0.18963
0.31011
0.22988
0.170021
0.09290

0.07858
0.13701
0.15792
0.38090
0. 14614
0.10021

0.04217
0.07858
0.13271
0.13912
0.39979
0. 14614

0.03583
0.04217
0.07263
0.03081
0.14405
0.39979

0.07405
0. 01405
0.02716
0.01768
0. 05532
0.14405

ARV EERFERWWWWWWINNRNNONN = =t b -aua

M sWNNaaUVEwNAAVEWNISNSNOTELWRISIOAEELNNOOUIEWNR

0.,12832
0.06404
0.011714
0.02226
0.01088

0.00704

0.28540
0.21549
0.09453
0.05703
0.01579

0.16814
0.30942
0.18572
0.10483
0.04866

0,02113 0.06225

0.15265
0.19906
0.29218
0.17869
0.17027
0, 05634

0.13938
0.10492
0. 20667
0.47108
0.24097

0.05973
0.06598
0.13006
0.08713
0.34701

0.04425
0.02601
0.06397
0.05766
0.12934

0,15493 0.23944 0.27H65

0,02212
0.01507
0.0157M
0.02130
0.G3707
0.20423




Table D.8. Storm Segment Shape Catalog of Mean Normalized Hyetographs, DURSS= 9
PKHR, / Normalized Hyetograph Shape
in Hour Hour

1 2 3 4 5 6 7 8 9
3 0.02695 0,12246 0.30358 0.22512 0.17740 0.07588 0.03884 0.02105 0.00873
4 0.02950 0,08649 0.15213 0.26544 0.20744 0.13190 0.08395 0.,03431 0.00882
5 0.04175 0.06673 0.10970 0.15646 0.26875 0.20623 0,09710 0.04316 0.01011
6 0.,02344 0.02948 0.07151 0.12776 0.20890 0,.30668 0,12875 0.06366 0.03981
7 0.01911 0.02705 0.04038 0.08806 0.14951 0,22895 0.28517 0.14303 0.01874

Table D.9., Storm Segment Shape Catalog of Mean Normalized Hyetographs, DURSS =10
PKHR, / Normalized Hyetograph Shape
in Hours Hour

1 2 3 4 5 6 7 8 9 10
3 0.00079 0.11624 0.32747 0.32065 0.17948 0.03332 0.01758 0.00210 0.00184 0.00052
4 0.02186 0.02186 0.15301 0.34426 0.30874 0.11202 0.01913 0.00820 0.00546 0,00546
5 0.00513 0.03729 0.06u463 0.21567 0.27424 0.17434 0.10892 0.06338 0.03947 0.01693
6 0.02514 0.03455 0.08847 0.,12701 0.21475 0.27871 0.11676 0.,06442 0,03639 0.01381
7 0.00726 0.06167 0.,06771 0.09311 0.17775 0.24426 0.32527 0.01330 0.00605 0.00363
8 0.00363 0.00726 0.06167 0.06771 0.09311 0.17775 0.,24426 0.32527 0.01330 0.00605

6L1



Table D.10.

Storm Segment Shape Catalog of Mean Normalized Hyvetographs, DURSS=11

PKHR, Normalized Hyetograph Shape
in Hours
Hour — 1 2 3 4 5 6 7 8
3 0.06103 0,13772 0.28951 0.20970 0.11737 0.07512 0.03756 0.,03uu3
4 0.03756 0.06103 0.13772 0.28951 0.20970 0.11737 0.07512 0.03443
5 0.03443 0,03756 0.06103 0,13772 0.28951 0.20970 0.11737 0.07512
6 0.00626 0.03443 0.03756 0.06103 0.13772 0.28951 0.,20970 0.,11737
7 0.00469 0.00626 0.,03443 0,03756 0.06103 0.13772 0.28951 0,20970
8 0.00469 0.00626 0.02661 0.03443 0,03756 0.06103 0.13772 0.28951
9 0.00469 0.00626 0.02661 0.,03443 0.03756 0.06103 0.07512 0.13772
PKHR,
in Hours
3 0.02661 0.00626 0.00469
4 0.02661 0.00626 0.00469
5 0.02661 0.00626 0.00469
6 0.07512 0.02661 0.00469
7 0.11737 0.07512 0.02661
8 0.20970 0.11737 0.,07512
9 0.28951 0.20970 0. 11737

—
=
=}




Table D,11. Storm Segment Shape Catalog of Mean Normalized Hyetograi)hs,

DURSS=1

3

Normalized Hyetograph S|

1ape

2

3

4

Hour

5]

6

7

8

9

10

= O Oo~10 U= W

o

0.03641
0.02023
0.01780
0.01133
0.00565
0.00565
0.00565
0.00565
0.00565

0.10922
0.03641
0.02023
0.01780
0.01133
0.01133
0.01133
0.01133
0.01133

0,20227
0.10922
0.03641
0.02023
0.01780
0.01780
0.01780
0.01780
0.01780

0.15453
0.20227
0.10922
0.03641
0.02023
0.02023
0.02023
0.02023
0.02023

0.14401
0.15453
0.20227
0.10922
0.03641
0.03641
0.03641
0.03641

0.03641

0.12860
0.14401
0.15453
0.20227
0.10922
0.04045
0.04045
0.04045
0.04045

0.07767
0.12460
0. 14401
0.15453
0.20227
0.10922
0.05583
0.05583
0.05583

0.05583
0.07767
0.12860
0,144 01
0. 15453
0.20227
0.10922
0.07767
0.07767

0.08045
0.05583
0.07767
0.12460
0.14401
0.15453
0.20227
0.10922
0.10922

0.02023
0.04045
0.05583
0.07767
0.12460
0.14401
0.15453
0.20227
0.12460

PKHR,

i

in Houly
11

Hour
12

13

= = O =10 U > W

ol =

0.01780
0.01780
0.04045
0.05583
0.07767
0.12460
0.174401
0.15453
0.20227

0.01133
0.01133
0.01133
0.04045
0.05583
0.07767
0.12460
0. 14401
0.15453

0.00565
0.00565
0.00565
0.00565
0.04045
0.05583
0.07767
0.124860
0. 14401

TP1



R = T = S o

Table D,12.

Storm Segment Shape Catalog of Mean Normalized Hyetographs,

DURSS =14

PKHR,

in Hours
1

a

Normalized Hyetograph Shape

2

3

4

5

Hour

6

7

8

9

10

O oo=100 U & W

10

12

0.03398
0.02023
0.01780
0.00243
0.00243
0.00243
0.00243
0.00243
0.00243
0.00243

0.10922
0.03398
0.02023
0.01780
0.00565
0.00565
0. 00565
0.00565
0.00565
0.00565

0.20227
0.10922
0.03398
0.02023
0.01780
0.01133
0.01133
0.01133
0.01133
0.01133

0.15453
0.20227
0.10922
0,03398
0.02023
0.01780
0.01780
0.01780
0.01780
0.01780

0.14401
0, 15453
0.20227
0.10922
0.03398
0.02023
0.02023
0.02023
0.02023
0.02023

0.14401
0.15453
0.20227
0.10922
0.03398
0.03398
0.03398
0.03398
0.03398

0.07767
0.12460
0. 14401
0.15453
0.20227
0.10922
0.04045
0.04045
0.04045
0.,04045

0.05583
0.07767
0.12460
0.14401
0. 15453
0.20227
0.10922
0.05583
0.05583
0.05583

0.04045
0.05583
0.07767
0.12460
0.14401
0.15453
0.20227
0.10922
0.07767
0.07767

0.02023
0.04045
0.05583
0.07767
0.12460
0. 14401
0.15453
0.20227
0.10922
0.10922

PKHR,

Vi

in Hours

11

Hour

12

13

14

0.01780
0.01780
0.04045
0.05583
0.07767
0.12460
0,14401
0.15453

0.20227
0.12460

0.01133
0.01133
0.01133
0.04045
0.05583
0.07767
0.,12460
0.144801

0.15453
0.20227

0.00565
0.00565
0.00565
0.01133
0.04045
0.05583
0.07767
0.12460

0.14401
0.15453

0.00243
0.00243
0.00243
0.00565
0.01133
0.0u40u45
0.05583
0.07767

0.12460
0.14801

Al
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COMPUTER PROGRAM LISTING AND OUTPUT
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Tablo E.1, Computer Program Listing

Ct‘.#ii##!l#!li'#li#ttittti#.-llt#il‘li!#'#*ii*#l!.‘l##'!."‘-'-'#.#.tlil'il.'*‘
C

c RALSTON CREEK HOURLY INCREMENT PRECIPITATION HODEL

C
Cl'llti:ttttttl#tltttt#tt!ltttt#t'tllt#t#tlltl#ttttt###ttttttt##‘!l!ttl#tltt#l.t
c

c

c USER INITIALIZATION:

C

C HBYR= PIRST YEAR OP DATA GENERATION (FCR EXAMPLE: 1976)

o LYR= LAST YEAR OF DATA GENERATION

C ISTART= ANY 1 TO 7 DIGIT INTEGER SEED VALUE

C JSTART= ANY 1 T0 7 DIGIT INTEGER SEED VALUE

C

c
Clltltttttt#tttttttll#ttttll!#tttttttttttti#lt##t##!!it#t#lt!li!l!t#ﬁttttt.ttttt

c
c VARIABLES AND CONSTANTS

Cc
Cl#ttltltttt#ttt#t#tl#t#tttttttttt*ttt#I#*t#ltttl*##l#ttt!t#ttl't!!#tt##tltt‘tlt

c

c

C ACCOR= PRECIPITATION ACCUMULATION OF STORM SEGMENT, INCHES.
c ACHLS= ACCOM MAXTNOMS USED TO DETERNINE ACCESS POINTS IN THE *SHAPE'
c PILE, WHERE $= DORSS= 2,3,4,5.
c ALNT= TEMPORARY WORKING STORAGE FOR ACMLS,
c DAY= CORRENT DAY,

c DIST$= RELATIVE DISTRIBOTION OF ACCUM OVER STORM SEGMENT (SHAPE FILE),
C FHERE $= DORSS= 2,3, U,ucs00aqa 1l
c DURAB= ABSOLOUTE DURSS PREQUENCIES BY PERIOD FOR 1 THRU 14 HOURS.
C DURABT= SUM OF DURSS ABSOLUTE FREQUENCIES BY PERIOD.
c DURSS= DURATION OF STORM SEGMENT, HOURS.
c PYPKN= SAMPLE MEAN OP IATSE POR EACH OF 6 PERIODS., (POR EXPONENTIAL FIT)
c PDURSS= UNIPORMLY DISTRIEOTED RANDOM NUMBER, FGR DURSS GENERATION.
c PIATSE= UNIFORMLY DISTRIBUTED RANDOM NUMBER, FOR IATSE GENERATION.
C PIATSS= UNTPORMLY DTSTRIBUTED RANDOM NUMBER, FOR IATSS GENERATION.
c FPNSSSE= UNIPORMLY DISTRIBUTED RANDOM KUMBER, FOR NSSSE GENERATION.
C HOUR= CURRENT HOUR OF DAY.

c HRAIN= PINAL HOURLY PRECIPITATION ACCOMULATIONS POR STORM BVENT, INCHES.
c TATAB= ABSOLUTE TATSS FREQUENCIES BY PERIOD FOR 0 THRU 12 HOURS.
c IATABT= SUM OP IATSS ABSOLOUTE PREQUENCIES BY PERIOD.
C IATCO= TINTERARRIVAL TINE COUTOPP LEVELS POR EACH OP 6 PERIODS. (IATSS
c MAXINON)

c IATSE= TINTERARRIVAL TINE TO STORN EVENT, HOURS,
c IATSS= TINTERARRIVAL TINME TO STORM SEGMENT, HOURS.
(o LENGTH= STORM EVERT LENGTH, HOURS.
C LYR= LAST YEAR TO BE GENERATED.

c M= PERIOD COURTER.

c MARS= NUMBER OF HOURS IN EACH OF 6 PERIODS OF THE YEAR.

c MLNACH= SAMPLE MBAN OF ALOG (ACCUM) BY PERIOD FOR DURSS VALUES 1 THRU 18,
c HONTH= CURERENT MONTH.

¢ WBYR= CURRENT YEAR; INITTAL VALUE IS PIRST YBAR TO BE GENERATED.

C NEOURS= ACCUBULATED TIME IN HOURS, FROM BEGINNING OF PERIOD, H.

c NODAYS= NUMBER OP DAYS PER MONTH OF THE YEAR.

c HSSAB= ABSOLUTE NSSSE FREQUENCIES BY PERIOD FOR 1 TRRU 21,

c NSSABT= SUM OF NSSSE ABSOLUTE PREQUENCIES BY PERIOD.

c NSSSE= NUMBER OF STORM SEGMENTS PER STORM BEVENT,

c PEAR= PKHR LOCATION WITH RESPECT TO BEGINNING OP STORM SEGHMENT, HOURS.

c RAIN= PINAL HOURLY PRECIPITATION ACCUNULATIONS POR STORH SEGMENT, INCHES.
c RPDURS= DURSS RELATIVE PREQUENCIES BY PERIOD.

c RPIATS= TIATSS RELATIVE FREQUENCIES BY PERIOD.

c RFNSS= NSSSE RELATIVE PREQUENCIES BY PERIOD.

c RPPRHR= PKHR RELATIVE PREQUENCIES POR EACH VALUE OP DURSS BY PERIOD.

C SHAPE= TEWPORARY WORKING STORAGE FOR DISTS.

C STDNOR= STANDARD RORMAL RANDOM NUMBER, POR ACCUM GENERATION.

c TRAIN= STORM EVENT TOTAL RAINFALL ACCUMOLATION, INCHES.

c VLNACH= SAMPLE VARIANCE OP ALOG(ACCUM) BY PERIOD POR DURSS VALUES

C 1 THRU 14,

c

c

c

c

ti#ilit###*###*#*.l'#'##l#t#tl.#t!.tiitl####ltlt##.##ttltltiiii#ii't*#til!ltl‘l

REAL®4 BXPHN(6),RPNSS(6,21) ,RPIATS (6,13) ,RFDOURS (6,14) ,ACCOB(21) , AL

BNACHM (6,14) ,VLNACH(6,104) ,RPPKAR (6,1

63, 14) £/1092#%0.0/, ACAL3 (6,3 ,3) ,ACHLU (6,4,3) ,ACBL5 (6,5,3),DISTI(6,3,3

&,3) ,DISTU (6,4,3,4),DIST5(6,5,3,5),DIST6(6,5,6) ,DIST?(6,6,7) ,DISTB(

£6,6,8) ,DIST9(5,9) ,DISTIC(6,10) ,DIST11(7,11) ,DISTI3(9,13),DISTIH (10

&,14) ,SHAPE (3, 14) , ALNT (3) ,RAIN(21,14) ,ACHL2(6,2,3),DIST2(6,2,3,2)

&, HRATIN (200)

INTEGER*4 IATCO (6),%SSABT(6),NSSAB (6,21) ,IATABT (6),TATAB(6,13),DO0R

EABT (6) ,DURAB (6, 14) , HHRS (6) , NODAYS(12) ,DAY ,HOUR,IATSS (20) ,DORSS (21)

&,PKHR (21
C..'f.:'!#ﬁj!'l‘*liiIiiii#iIlltl'lti."litl"#-#l...ﬁ.""".".""i!I..il'.--.
C READ STATEMENTS
c’..‘##*‘#t*iii!tlittl'titi#l#‘.l!..l'.#iili.#ll.#i.'!‘l'.*#*‘.'..“'#i..""lil

READ(5,312) (NODAYS (K) ,K=1,12)
312 PORMAT (121I3)

READ (5,311) (HHRS (K) ,K=1,6)
311 PORMAT (6I5)

READ (5,300) (IATCO(K) ,K=1,6)




300
301

304
303

307
306

310
309

31
320

323
322

330
329

354
353

332
n

338
333

336
335

338
3y

30
339

382
m

34e
343

346
345

348
n7

350
a9

352
351

FORMAT (613)

READ (5,301) (BXENN (K) ,K=1, 6)
PORMAT (6F 7.2)

po 303 T=1,6

READ (5, 300) (NSSAB (I,K),K=1,21)
PORMAT (2113)

CONTINUE

po 306 I=1,6

READ (5, 307) (IATAB (I,K),E=1,13)
FORNAT (1314)

CONTINUE

po 309 I=1,6

READ (5, 310) (DURAB (I,K),K=1,18)
FORNAT (1414)

CONTINOE

po 320 I=1,6

READ (5,321) (MLNACH (I,K) ,K=1,14)
PORMAT (4X,8F8.5,/,6FB.5)
CONTINUE

po 322 1=1,6

READ (5, 323) (VLNACH (I, K) ,K=1,14)
PORMNAT (4X,5FB.5,/,9F8.5)
CONTIRUE

po 329 I=1,6

po 329 J=1,13

IDUR=J#*1
l!ID{S.JJOI[B!PIHE{I.J.K],II1,IBUI|
PORKAT (15X,7P 7.4, /,15X,7F7.4)
CONTINDE

po 353 I=1,6

po 353 J=1,2

po 353 L=1,3
l!lD{S,BSﬂ]lCHLZ{I.J,L],(DI!T![I.J.L.K],Kii.!]
FPORMAT (16X,F6.3,121,2F8.5)
CONTINDOE

po 331 1=1,6

po 331 J=1,3

po 331 1=1,3
'319{5¢3321lCHL3{I.J.Ll.tDIS!!{I,J.L,EI.Eli.SI
PORMAT (16X,P6.3,12X,3F8.5)
CONTINOE

po 333 I=1,6

po 333 J=1,4

po 333 L=1,3
Innnts.asu:lcuLn(I,J.11,1nlsru(1,a.1,x;,g.1,u,
?GRHIT[16!,?6.3,121,“!3.51
COHTINUOE

po 335 1=1,6

po 335 J=1,5

po 335 L=1,3
lzlnqs,aasnncumstx.a.za.(utsrstx.a,L,;;,;.1_5,
PORBAT (16X ,P6.3,12X,5F8.5)
CONTIKOUE

po 337 1=1,6

po 337 J=1,5%
lllnts,33B]{DIETE(I.J.K].l-1,5}
!ﬂaantZZI,ﬁrB.Sl

CONTINOE

po 339 1=1,6

po 339 J=1,6
Illﬂ{S.lﬂO](01517[I.J,nj,x-1,11
103!&1[22!,1?8.5]

CONTINDE

po 341 I1=1,6

po 341 J=1,6
l!lb{5,3u21{DISTB(I,J.K},:-1,31
PORNAT (22X, 7P8.5,/,F8.5)
CONTINDE

po 343 J=1,5
IEID{5.3uu]tnISTG(J.K1,K-1.9)
PORMAT (UX,976.5)

CONTINOUE

po 345 J=1,6
l!lB(5.3ﬂ6}1B1511nlJ.ll.E-1,10]
FORMAT (44X ,9!’8.5.!-?5.5]
CONTINDE

po 347 J=1,7
B!lDtS,BHB]{DIST11(J,R|,:-1,11]
IGRH&TlﬂI,9F3.5a/¢2FB.5]
CONTINOUE

po 349 J=1,9
t£1n15.3501(nxsr13(1,n1.s=1,13|
PORMAT (UX,97B.5,/,8F8.5)

CONTINUE
po -351 J=1,10

uttnls.lsza|n1511nla,ns,:-1,1n1
FORMAT (4£,9P8.5,/,578.5)
CONTINUE

po 313 I=1,6

150M=0

po 314 K=1,2%
ISUN=TSON+USSAB (T, K)

314 CONTINUE

NSSABT (I)=ISON

140




313 CONTINDE
po 315 I=1,6
ISON=0
DO 316 K=1,13
ISUN=ISUM®IATAB (I,K)
316 CONTINOE
IATABT (I) =ISOR
315 CONTINOE
po 317 I=1,6
I1son=0
PO 318 K=1,14
ISOH=TISUN+DORAB (I,K)
318 CONTINODE
DURABT (I) =ISOH
317 CONTINOE
DO 328 I=1,6
DO 328 J=1,21
RUSS=NSSAB (I,J)
RFPNSS (I,J)=RNSS/NSSABT(I)
328 CONTINOE
PO 326 I=1,6
DO 326 J=1,13
RIAT=IATAB (I,J)
RPIATS (I,J)=RIAT/IATABT(I)
326 CONTINOE
DO 327 I=1,6
PO 327 J=1,14
RDUR=DURAB (I, J)
RFDURS (I,J)=RDUR/DURABT (I)
327 CONTINUE '
C#l#ttttt#ttttt##tttttitttl#tt#!#tltt#tttttt#t*tttt*ltl#*#ttf#l#*#t*#*l#tttt#ttt

c INITIALIZE VARIABLES
CESRBRE AR AR AR AIRINARR RIS RARBAEREAEE R RS SEARE SRR RSR AR AR ERRR SRR R RN SRR E0D
H=1
NHOURS=0
RBYR=1976
LYR=1977
ISTART=192711
JSTART=622435
CALL RSTART (ISTART,JSTART)
C#‘#‘ll'*l#ltii#.t#l#i##tttl##ttll‘!*!#!#t!ltttlttltl#tt#i#t#!##..l#t'lll!!lltlt

C IF M=1, TEST POR LEAP YEAR AND INITIALIZE MHBS (1) WITH PROPER VALUE
C‘.*lt‘#*#t##*#t#*#tlt*##‘i###.#l##itttt.#t1##.‘#l#.##t!*‘..'*i#..'tt*t.t'l#tl#l
IF (M. KE,1)GO TO 100
CALL LEAPYR (NBYR, MHRS (1))
100 CONTINUE
c..!tli*#t*#tt#l#ll#.ltlttt##!t#l-llllltli#liiil‘t'"#t.#t.#'li.#‘l‘..‘.ltiltl“

C GERERATE ONE VALUE OF TATSE
CRER80 02242002000 AR 2R 2R SRS 2L RN NN S SRV LRRNBE RN II RN L NNV 0NV RER 2000 S0 A0S

PIATSE=0NTI (0)
IATSE=IATCO (M) + (IATCO (M) ~-EXPHHE (M)) *ALOG(1.0-PIATSE)
IATSE=IATSE#1
NHOURS=HAOURS+IATSE
C‘t‘l‘#'####t#il#ttl#lt#tttt##l#tt####tt#**##.l.#ttlitl##ii#tlt###l#l'lll**#'iit

C TEST NHOURS FOR PERTOD EXCEEDENCE
CEAEML RS2 L LR ERIERRA SRS AR RN ER IR SRR RS R R RAARAEBRAB AP R B ARB AN RS IR REL RN F 02060 %

103 IF (NHOURS.LT.MHRS(M))GO TO 101
CRESRR A E AR IR ARERR AR AR RIFA ARSI R AR AR AR ARERIARRR AR LB AARNEREINRN DXL NI RS AR R ED

C ADVANCE TO HWEXT PERIOD AND REPEAT EXCEEDENCE TEST
C*""***#i*t***#i**#ti#l#i*‘*tt##l‘#i#.*i#.*t.*‘l."‘*.‘*‘*t..'I..t‘..'.'.*'--.
NEOORS=NHOURS-HHRES (H)
B=H+1
IF (8.GT.6)GO TO 102
G0 TO 103
102 =1
NBYR=NBYR+1
1P (RBYR.GT.LYR)GO TO 999
C'*.‘#lt#itttlltli!.‘l#l##l#ii#tttl.‘i#l##*‘*‘*...“.“i#**.'*.“t.itll*i“".#'

C TEST POR LEAP YEAR AND INITIALIZE MHRS(1) WITH PROPER VALUE
CEMNBET A SRR AR IR AR ARSI F AR RRRSR SRS HSATE SRR E RN RSRARERERRRRA RS AR AT RRRR SR
CALL LEAPYR (NBYR,HHRS (1))
GO TO 103
101 CONTINOE :
CESBREASE A2 AR RPRRRR R AR AR R F AR AR R AR A AR ARSE RIS R RAA R AR 2RSS SRERNNEES

C COMPUTE MONTH, DAY, AND HOUR OP STORM START
C‘#l#i###ltt##tt#i#i#ltlttl#ttl#ﬁ**l#tll#!ll‘l#-..-.#..‘#.ti"‘."##'tl#l.‘.-.-.

IP(¥.GT.1)GO TO 114
IF (HHRS (1) . NB. 1040) GO TO 115
NODAYS (2) =29
GO TO 114

115 NODAYS (2) =28

114 CONTINUE
K2=n%2
K1=K2-1
IP (HHOURS.GT. (FODAYS(K1)*284)) G0 TO 113
BONTH=K1
DAY=1+BAOURS/20
HOUR=NHOURS+ 1~ (DAY-1) 28
GO TO 116

113 BWONTH=K2
THOURS=HAOURS = (NODAYS (K1) #24)
DAY=1+XAOORS /24
ROUB=XHOO RS+ 1~ (DAY=1) 24

116 CONTINOE

140

.i-.hl_._




CERREPRVRRA RN SEIR N RN N RN ERARN AR NN RSN R NN AR RO PR RRI RGO EOOR Rt s ot kbbbt
C GENERATE ONE VALUE OF NSSSE
CoRRER AR RN PR R SRR R R AR RRR AR ad s 0RO et SRR RS dRatdnedddsd st dndattnsd
FPNSSSE=0UNI (0)
SUN=0.0
DO 118 K=1,21
SUA=SON+RFNSS (K, K)
IP (PHSSSE. LE. SUK) GO TO 119
118 CONTINDE
HSSSE=21
GO TO 201

119 RSSSE=K
c##‘tttttttt!l!ti-l--iI-Itlt-ltt‘ttt-tltlilililttlt-llIl!l.‘t..#i.‘.ll#!li#ltti#

C GENERATE NSSSE-1 VALUS OP IATSS
Ctttdp btttk detbdtet ittt sddttd bbbttt dnetit bttt dddodsdsd bbb and
201 IP (NSSSE.EQ.1)GO TO 128
INS=NSSSE~1
DO 122 W=1,INS
PIATSS=UNI (0)
soUn=0.0
po 121 L=1,13
SUM=SUM4RPIATS (M,L)
IP (PIATSS,LE.SUN)GO TO 123
121 CONTIRUE
IATSS (N)=12
60 TO 122
123 IATSS (N)=L=\
122 CONTINUE
e IS IR SRR IR ERE TR R LR R LR R P P R R RS P P TS PSR T P i
C STORM SEGMENT GENERATION LOOP: NSSSE CYCLES
€ (EACH CYCLE GENERATES ONE STORM SEGMNENT)
CoEeada%d st ot i d SRt 0n ekt dd e s Rt dndde o ed ettt ed ot dnnad
128 LENGTH=0
TRAIN=0.0
LL=0
DO 126 N=1,HSSSE
Crittdissbsntgnd vt gd g egedd kg doee st ani sttt i s do e ReRed e deRedae R
C GENERATE ONE VALUE OP DURSS -
CEt R 2Rk 4S 2 20 RR 0 2NN RN RN R RS NN RN R RN RN O RO RSP ARSI RN RN R0 e sCtee Okt
PDURSS=UNT (0)

SUN=0,0
DO 127 L=1,18

SON=SUB+RFDORS(M,L)
IF (FDURSS.LE.SUN)GO TO 128
127 CONTINDE
DORSS (N)=14
GO TO 202
128 DURSS (W) =L
CH2202 0 202 R 28 S0 AS R 20000 RS R RN RN AR R SRR RRR RO 00AR RS2 2 A0 SRRt Rt dn
- GENERATE OHRE VALUE OF ACCOA
CHESE 2GR PRARIASR DR E LSRR RN SRS NN RL RO RN RN AR DAV RN R RLR SRR RBO SRR ERERS
202 STDNOR=RNOR (0)
ACCUMN (N)=EXP(STDROR*SQRT (VLNACH(H,DURSS (N)) ) +HLNACH (E,DURSS (N)))
IF (ACCUM(N) .GT.0.001)GO TO 135
ACCUH (R)=0.001
135 CONTINOE
cititlllllt!t#tttttttttttttti#tlttttt!ttt!tti!!l--ltl#lltltttt!t--#tilt!lltl#ttl
C GENERATE ONE VALUE OF PKHR
CERRDRR ST AR OASIORB R RN AR A RS RN ERAN RN AR SE BRSNS HR RS ERNR AN SRR RS AR RN
IP (DURSS(F) .BEQ. 1) GO TO 145
PPKHR=UNI (0)
SOK=0,0
IDUR=DURSS (N)
po 149 L=1,IDUR
SOR=SON+RFPEKAR(",IDOR-Y,L)
IF (PFPKHER, LE.SUH) GO TO 147
149 CONTINUE
PKHR (N) =IDOR
GO TO 148
147 PEKHR (N)=L
GO TO 148
145 PEHR (N) =1
148 CONTINUOE
o ITTTTNTER RIS UR PRI R R R L R 0 D L R LA T R A A2 A R Pt bl Rl ALt Lt i ety L
Cc SELECT STORM SEGHENT SHAPE
CHENER AR HAARNEANSRRE SNSRI S AR RSP R0 RS0t Rt RER AR RN RNE AR R Rd RN ORMte Re Rt bond
IF (DORSS(N)-2) 180,181,182
181 po 195 J=1,13
PO 196 I=1,2
196 SHAPE (J,I)=DIST2(N,PEHR(N) ,J,I)
195 ALAT (J)=ACHL2 (N, FKHR(N) ,J)
GO TO 183
182 IP (DURSS (N)~-8) 151,152,153
152 Do 163 J=1,3
DO 164 I=1,4
164 SHAPE(J,I)=DISTU4 (M,PEAR(N),J,I)
163 ALMT (J) =ACHLU (M, PKHR (N) ,J)
GO TO 183
151 Do 165 J=1,3
DO 166 I=1,3
166 SHAPE (J,I)=DISTI(N,PKHRB(N),J,I)
165 ALNT(J) =ACHL3 (M, PRHR (N) ,J)
GO TO 183
153 IP(DURSS(N)-6) 154,155,156



154 DO 167 J=1,3

DO 168 I=1,5
168 SHAPE (J,I)=DISTS(A,PKAR(N),J,I)
167 ALNT (J) =ACHLS (M,PRHR(N) ,J)

GO TO 183
155 DO 169 I=1,6

169 SHAPE(1,I)=DIST6 (A,PKHR(N),I)
GO TO 194

156 IP (DURSS(N)-8)157,158,159

157 Do 171 1=1,7

171 SHAPE (1,1)=DIST7 (%, PKHR (N),I)
GO TO 194

158 po 170 1=1,8

170 SHAPE (1,I)=DISTB(H,PKRR(N)~1,I)
GO TO 194

159 IF (DURSS (N)=10) 160,161,162

160 DO 173 I=1,9

173 SHAPE (1,I)=DISTO9(PKER(N)=-2,1I)
GO TO 194

161 DO 172 1I=1,10

172 SHAPE (1,I)=DIST10(PRHR(N) -2,I)
GO TO 194

162 IP(DURSS(H)-13)170,175,176

174 po 178 1=1,11

178 SHAPE (1,I)=DIST11 (PEER(N)-2,I)
GO TO 194

175 po 177 I=1,13

177 SHAPE (1,I)=DIST13 (PEKAR(N)-2,1)
GO TO 194

176 po 179 1I=1,14

179 SHAPE (1,I)=DIST14 (PEHR(N)-2,I)
GO TO 194

180 RAIN (N,1) =ACCUH (K)
GO TO 191

183 DO 184 J=1,3
IP (ACCUE(H).LE.ALKT(J)) GO TO 185

184 CONTINUE

185 IDUR=DURSS (N)
po 186 I=1,IDOR

186 RAIN (N,I)=SHAPE(J,I)*ACCUH (N)
GO TO 191

194 TIDUR=DURSS (N)
po 187 1I=1,IDOR

187 RAIN (H,I)=SHAPE(1,I)*=ACCUHN(N)

191 IDUR=DURSS (N)
po 193 1=1,IDOR
IP (RAIN(N,I).GE.0.001)G0 TO 193
RAIN(N,I)=0.001

193 CORTINUE

Cti#lt##t#t#ttlt-tlt#t#tttt#t#ttitt##tttt##l*#tttt##ﬁl'#tttt!t!titlttltttt#tttit

s ADD TO STOEM LENGTH AND STORH RAINPALL ACCUNMULATION
cit#tttttttl#tittttt###tt##tt#t*t#ttttltt#l#tttlttt####tl!tttl#tlittltttt##ttttt
IP(H.EQ.1)GO TO 105
LEHGTH=LEHGTH#DURSS{R]*ILTSS(H-1)
TRAIN=TRAIR+ACCUHN(N)
GO TO 104
105 LEKGTH=LENGTH#DOURSS (1)
TRAIN=TRAIN+ACCUHN (1)
108 po 204 I=1,IDUR
LL=LL+1
HRAIN (LL)=RAIN(N,I)
208 CONTINRODE
1P (N.EQ.HSSSE)GO TO 126
IP (IATSS(H).EQ.0) GO TO 126
ITS=IATSS (R)
po 203 I=1,ITS
LL=LL#1
HRAIN(LL)=0.0
203 CONTINUE
126 CONTINUE
C#tttt#ttlt#*#lt#!i#ttt#itltttttt-lt#tlttttt!ttttll#itt*itltt###t.t##tlltt!t#ttt
C ENED OF STORM EVENT GENERATION LOOP
ct#tlittt#tt##tt#ltttttlt:tt!it-tltt#lttt-tttittttllttl#tttttitlt#ttltl#t#tttttt
C
cl##tt##t#tt#lttttttttltt-t#..ttt#tttt#tit#tt-tltttii#itt*l#t!l##l#!tltitl!!ttlt

C WRITE STATEHENTS
Ctl#tilttttllltittttittttttitltt-tl##ttttttittltltiii#!it#l#!l‘tttt!t-t!tltt!ttt
HEITE[6,&161HDUR.D!T.HDHTH,HBIR,I&TSE,LEIGTH,TE&IH

a16 PDHHLT[ZIEI,*DHTE OF STORN E?BHT=',11,12.'/'.12,'!',IZ,'/';IU,3I,'

SILTSE='.I“.3I,'LEHGTB=',I3,3!,'TR!II=',F6.3]
EHITE{G,“1T]{HRLIH{H].E=1,LEHGTH!

817 PORMAT (16X,"STORM EVENT HOURLY RAINFALL ACCUNODLATIONS=',5F6.3,/,16
&x,12p6.3,/,16%,1276.3,/,161,12F6.3,/,16X,12P6.3,/,16X,12F6.3,/,16X
&,12P6.3,/,16X,12F6.3,/,16X,12P6.3,/,16X,12P6.3,/,161,12F6.3)

cttt¢¢¢1¢*ttttt#t#t#-tn:-t-l.t-tttttt-t-t--t-tttt'ittt.t#t#tt!t-tttttlntt##ttttt
C ADD STORM LENGTH TO NHOOUORS COONTER AND OPDATE HEHRS AND NBIR
cltttttt-tnl-ttttttt-t-1t-t-at-tl-t-t-t't-ttitl'-t#t#tttltt-tttttttttttlttl!lt#t
HHOUORS=NAOORS+LENGTH
1P (NHOURS.GE. HARS (¥)) GO TO 106
GO TO0 100
106 NHOURS=BHOORS-=MHRS (H)
H=N+1
IF(R.GT.6)GO TO 107
GO TO 100
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e ————— e ——

107

999

200
201

N=1

WBYR=NBYR+1

IP (NBYR.GT.LYR) GO TO 999
CALL LEAPYR (NBYR,HHRS (1))
¢o TO 100

CONTINUE

sTOP

E¥D

SUBROUTINE LEAPYR (FBYR,HHRS)
IBYR=NBYR

YLEAP=XBYR/G,0

TLEAP=AINT (XLEAP)

IF (TLEAP.NE.ILEAF) GO TO 200
BHRS= 1480

¢o TO 201

HERS=1416

CONTIRUE

RETURE

EED

149




150

DATA

371 28 31 30 31 30 31 31 30 31 30 N
1416 1464 1464 1488 TuU64 1464
1213 & & 914

144,61 99.32 69.78 91,74 114,27 138.73 .

71 72 61 29 25 1512 8 2 4 5 3 0 0 0 0 0 O O O O
B7 B1 79 56 40 26 15 10 10 9 2 6 1 1 2 0 2 O 0 O 1
253150 83 44 28 2214 7 2 2 0 0 1 0 1 0 0 O QO O O
246124 59 31 11 13 1+ 2 1+ 1 0 0 O O 0 O O O O O O
152 60083 3T R rAn AN M2 R & 2 71T ¥ 9 3 A 0 N9 0 2
69 66 49 36 30 17 1611 5 6 2 5 2 0 1 0 O O O O O
810 162 57 34 19 9 A 6 U 3 3 3 2

641 264 97 63 48 21 23 17 7 5 8 9 6

wouw 220 98 46 33 32 30 o 0 0o 0 0 0

255 122 48 24 12 L 0 0 0 0 0 0

403 178 63 39 23 25 16 14 7 10 0 0 0

493 187 63 42 26 13 a 1 7 5 f 1 3

161 241 240 180 97 49 28 13 6 L i 0 0 0

281 404 361 250 167 86 52 25 6 3 1 0 1 0

217 395343 d3d 138 66 28 %} 3 1 0 0 0 0

148 273 258 149 87 30 15 7 2 2 1 0 0 0

201 283 279 201 90 53 22 10 4 2 2 0 0 1

187 309 260 197 106 65 36 14 U 3 1 0 0 0

1 -5,58749-4,20259-3,45760-2,95842-2,41308-2,28000~2,08000-1,80000
=1.61500~-1,684000-1.28000-1.14500-1,02000-0.89000
2 -5,45398-3,74805-2,92189-2,43427-2,09251-1.74500~1,49000-1.270C0
-1.07500-0.,90000~-0,74000-0.60000-0,47500-0.35000
3 -5,05107-3,34045-2,34901~1.881640-1,41327-1,08000-0.80000-0.56000
-0.34000-0.1600040.0200040.,17500+0.32000+#0,45500
\ -4,74407-3,01913-2.20657-1,51294~-1, 04B825-0,73000~-0.42500-0.15000

+0.08000+0,28500+40,47500+0.65000+#0.81000+0.96000
5 -5.11467-3,.368167-2.59447-1,83576-1,63345-1,21000-0.93000-0,69000

=0, 847500-0,29000~-0.12500+0.0300040.17500+0.31000
6 -5,U6267-3,90286-3,09410-2,67908~2,50404~-2,05000~-1.82000-1.62500
-1.45500-1.30000-1.17000-1.04000-0.93000-0.82500

1 1.04534 1,03508 1.11852 0.89882 0.88413 ‘
0.83500 0.69500 0.57700 0, 47600 0.39300 0.32200 0.26300 0.21400 0,17500
2 1.05€617 1,38066 1.19290 1,11063 1.01208

0.83500 0.69500 0.57700 0.47600 0,39300 0.,32200 0,26300 0.21400 0.17500
3 2.11778 1,97749 1.64247 1.31571 0.94917
0.83500 0.69500 0.57700 0.47600 0.39300 0.32200 0.26300 0.21400 0,17500
L 2.36789 2.46168 1,56440 1.27112 1.06078
0.83500 0.69500 0,57700 0.47600 0,39300 0.32200 0.26300 0.21400 0,17500
5 1.52530 1.92166 1.46105 1,00583 0.97946
0. 83500 0.69500 0.57700 0,47600 0,39300 0,32200 0,26300 0.21400 0.17500
6 1.18981 1.31823 1.09449 1.10360 0.90931
0.83500 0,69500 0.57700 0.47600 0.,39300 0,32200 0.26300 0.21400 0.17500

DORSS= 2 0.8423 0.1577

DURSS= 3 0.4542 0,.4583 0.0875

DORSS= & 0.1944 O0.4333 0,3223 0.0500

DURSS= 5 0.1340 0.2784 0.3711 0.2165 0.0

DORSS= 6 0.0u08 0,2245 0,3469 0.2857 0.1021 0.0

DORSS= 7 0.0357 0.1072 0.3571 0.2143 0.2143 0.0714 0.0

DURSS= 8 0.0 0.0930 0.37140 0.2330 0.1740 0.1630 0.0230
0.0

DORSS= 9 0.0 0.0 0.2797 0,2399 0.2000 0.1601 0.1204
0.0 0.0

DORSS=10 0.0 0.0 0.2331 0.2065 0.1799 0.1534 0.1268
0.1003 0.0 0.0

DORSS=11 0,0 0.0 0.1998 00,1808 0.1618 0, 1428 0.1239
0.1089 0.0860 0.0 0.0

DORSS=12 0.0 0.0 0.1748 0.1606 0.1463 0.1321 0.1179
0.1036 00,0894 00,0753 0.0 0.0

DORSS=13 0.0 0.0 0.1554 0,1443 0.1333 0.1222 0.1111
0. 1000 0,0890 0.0779 0.0669 0.0 0.0

DORSS=14 0.0 0.0 0.1399 0.1310 0.1221 0.1133 0.1044
0.0956 0.0867 0.0778 0.0690 0.0602 0,0 0.0 .

DURSS= 2 0.8540 0, 1460

DORSS= 3 0.4432 0.5069 0,0u499

DURSS= & 0,2400 0,u4280 0,37120 0,0200

DURSS= 5 0.1377 0.3293 0.3713 0.1617 0.0

DURSS= 6 0,1047 0,2209 0.2442 0.3372 0.0930 0.0

DURSS= 7 0.0192 0.2115 0.2500 0.2308 0.1923 0.0962 0.0

DORSS= 8 0.0 0.0930 0.3140 0.2330 0.1740 0.1630 0.0230

DORSS= 9 g:g 0.0 0,2797 0.,2399 0,2000 0.1601 0.1204
0.0 0.0

DORSS=10 0.0 0.0 0.2331 0,2C65 0,1799 0,1534 0.1268
0.1003 0.0 0.0

DOURSS=11 0.0 0.0 0.1998 0,.1808 0,1618 0, 1428 0.1239
0.1049 0.0860 0.0 0.0

DURSS=12 0.0 0.0 0.1748 0,1606 0,1463 0,1321 0.1179
0.1036 0.0894 0.0753 0.0 0.0

DURSS=1] 0.0 0.0 0.1554 0,16043 0,1333 0.1222 0.1°11
0.1000 0.0890 0.0779 0.0669 0.0 0.0

DORSS=14 0.0 0.0 0.1399 0,1310 0.1221 0.1133 0.1044
0.0956 0.0867 0,0778 0.0690 0,0602 0.0 0.0

DOURSS= 2 0.7747 0.2253

DURSS= 3 0.4130 0,.5311 0.0559

DURSS= 4 0.1983 0.4526 0.3276 0.0215

DORSSe § 0.1185 0.4222 0,2741 0.1778 0.0074
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0.687
0.550
1.099
1.649
0.286
0.572

0.858
0.503

1.005
1.508
Ol 3"“
0.689
1.033
0.182
0.365
0,547
0.161
0.321
0.482
0.169
0.338
0.507
0.177
0.353
0.530
0.049
0.098
0.147
0.336
0.672
1.008
0.232
0.468
0.696
ﬁl1uu
0.289
0.433
0.322
0.644
0.966
0.660
1.319
1.979
0.380
0.760
1.140
0.329
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0.9886

0.589
1.177
1.766
0.216
0.431
0.647
0.296
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0.887
0‘ 3?“
0.748
1.122
0.090
0.181
0.271
0.198
0.397
0.595

0,208
0,817

0.625
0.137
0.274
0.811
0.212
0-"‘25
0.637
0.u64
0,928
1.392
0.112
0.224
0.336
0-015
0.032
0.0u48
0.285
0.571

0.B56
0.278

0.555
0.833
0,206
0.4811
0.617

0.633
0.080
0.761
1.855
0.055
0,377

0.770
0.067

0.685
1.508
0.047
o' 359
0.993
0.028
0.244
0.532
0.022
0.168
0.482
0.040
0.268
0.438
0.043
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0.456
0.021
0.091
0.147
0.063
0.427
1.008
0.071
0.314
0.566
0.034
0.231
0.433
0.091
0.468
0.784
0.144
0.900
1.666
0.069
0.391
1.056
0.099
0.484
0.788
0.147
0.849
1.532
0.058
0.244
0.647
0.076
0,439
0.753
0,107
0.501
0.952
0.034
0. 106
0.233
0.057
0.292
0.534

0.056
0.299

0.591
0.033
0.231
0.411
0.053
0.275
0.637
0.087
0.422
1. 392
0.0u46
0.159
0.296
0.008
0.020
0.041
0.094
0.411
0.856
0.104
0.381
0.699
0.076
0.292
0.5013

0.18376
0.73105
0.B8E263
0.90397
0, 27381
0.25767

0.17511
0.72068

0.68197
0.65650
0.28665
0.32489
0.23668
0.67608
0.75C70
0.71515
0.32881
0.32738
0.2064E1
0.52286
0.53178
0.71821
0.24056
0.23137
0.42077
0.19429
0.15354

0. 19048
0.55458

0.76671
0.52778
0.20948
0.18170
0.20055
0. 17846
0.12363
0.00693
0.645u8
0.69792
0.76135
0.18639
0.19823
C.15109
0.12522
0.11509
0.08341
0.64182

0.67205
0.76942

0.19374
0.13762
0.25460
0.08292
0.01230
0.02782
0.62095
0.63940
0.78254
0,20108
0.19324
0.29655
0.15744
0.035857
0.05860
0.55565
0.58030
0.84135

0.24238
0,19320

0, 28507
0.15332
0.12363
0.00730
0.062922
0.49091
0.50392
0.19367
0. 11663
0.01006
0.10367
0.13625
0. 103ug
0.12143
0.10049
0. 10642
0.50029
0. 50€¢€13

0.61916
0.17u24

0.21902
0.06%33
0.10995
0.073u48
0.07603

0.81624
0.268948
0.11737
0.09603
0.72618
0.74233

0.82489
0.27930

0.11803
0,3u350
0.71334
0.67511
0.76316
0.32391
0.24930
0. 2BuB5S
0.67119
0.67262
0,75519
0.30737
0.35507
0.19701
0.52782
0.50307
0.52261
0.27u89
0.361731
0.37415
0.30599
0.19762
0.46029
0.58758
0.58725
0.65542
0.32259
0.33973
0.39261
0.20451
0.22773
0.19131
0.604355
0.65787
0.82317
0.30265
0.12276
0.16343

0.28367
0.17642

0.64787
0.784 31
0.61504
0.30576
0.11066
0.066u86
0.26535
0.29u87
0.19406
0.61631
0.66896
0.53384
0.30826
0.19849
0.36762
0.29181
0.32376
0.13504

0.53756
0.53231

0.59547
0.29891
0.33973
0.24331
0.27826
0.34182
0. 19352
0.u45578
0.50805
0.91092
0.22614
0.232084
0.21872
0.17143
0.,14216
0.16925
0.27194
0.30645

0.26519
0.48577

0.47887
0.62699
0,2u5u8
0.22084
0.23451

0.16977
0.11315
0.08477
0.23161
0. 26555
0.05661
0.53082
0, 48474
0. 43537
0. 13942
0.03568
0.00794
0.20293
0. 23106
0. 14403
0. 49895
0.53664
0. 60046
0. 11000
0.07434
0.04734
0.17005
0. 14390
0.02573
0.57212
0.76215
0.75316
0.09687

0. 04428
0.05416

0, 15837
0.07807
0.13036
0.61131
0. 87705
0. 90572
0.11370
0. 06574
0.02340
0. 18259
0.13780
0. 16961
0.53430
0.76194
0.57376
0. 15253
0.09594
0.02361

0.22005
0.27449

0. 15946
0.54777
0.53664
0.74939
0. 18684
0.13091
0.19152
0.20240
0.24879
0.05819
0.46513
0.40472
0.42682
0.24285
0.31372
0.31590
0, 14523
0. 10852

0.08528
0.2u4764

0. 24542
0.27571
0,47759
0.57242
0.57913

0.10568
0.03636
0.11303
0. 12652
0.02083
0. 20506
0.22699
0. 25102
0. 46428
0. 443E3
0.41043
0.08254
0.038u1

0.03037
0.09234

0.05669
0.03196
0. 16697
0. 13325
0. 11034
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0.037
0.074
0.1M
0.813
0.826
1.239
0.889
1.777
2,666
0.403
0.807
1.210
0.278

0.557
0.835

0,461
0.923
1. 384
1.0642
2.085
3.127
0.735
1.869
2.204
0.375
0.750
1.125
0.618
1.237
1.855
0.637
1.278
1.911
0.472
0.943
1.815

0.269
0.539
0.808
0.311
0.623
0.934
0.610
1.221
1.831
0.012
0.023
0,035
0.145
0.291

0.836
0.139

0.277
0.816
0.168
0.337
0.505
0.209
0.817
0.626

0.2148
0.628
0.642
0.526
1.052
1.578
9:811
1.252
0.160
0.320
0.480

0,350
0.701
1.051
0.491
0.9682
1.473
0.326
0.652
0.978
0.842
0.‘ 335
1.327
0,365

0.010
0.057
0.101
0,130
0.511
1.098
0.282
1. 121
2.666
0.137
0,559
1.021
0.027

0.384
0.835

0.188
0.604
1. 37“
0.299
1.333
3.032
0.251
0.935
2.204
0.090
0.548
1. 125
0.223
0.878
1.855
0.200
0.767
1.600
0.150
0.551
1.278

0.075
0.451
0.808
0.087
0.622
0.792
0.104
0.995
1.831
0.008
0.015
0.035
0.072
0.254

0.376
0.067

0.173
0.386
0.071
0.247
0.0438
0,080
0.374
0.626

0.082
0.257
0.682
0.149
0.622
1.578

3:434

1. 167
0.071
0.222
0.397

0.175
0. 458
1.043
0,199
0.726
1. 261
0.159
01 qq1
0.828
0.150
0.688
1.180
0. 150

0.20000
0.03644
0.15350
0.54939
0.63295
0.52984
0.1602u
0.13944
0.09415
0.07583
0.04669
0.04739
0.18719
0.004427
0.00359
0.60193
0.61435
0.63542
0.184u6
0.18175
0.10028
0.06821
0.00357
0.23730
0.01847
0.09485
0.068uu
0.54598
0.6U4839
0.63342
0.19227
0.18555
0.21191
0.09090
0.09158
0.07250

0.46435
0.62139
0.37129
0.20188
0.11663
0.19800
0.115E6
0.14827
0.03004
0.12143
0.06667
0.05714
0.38(C68
0.uB819

0.33109
0.17311

0.12834
0.13890
0.08629
0.0B346
0.09738
0.06840
0.15479
0.00479

0.39737
0.38958
0.3C8u1
0.16233
0.09842
0.22940

3:82319

0.01340
0.07133
0.02302
0.03595

0.59585
0.82007
0.56996
0.14758
0.156%6
0.18267
0.06465
0.06619
0.03553
0.06266
0.06183
0.01711
0.06266

0.20000
0.19309
0.20800
0.26662
0.27887
0.33275
0.56453
0.74790
0.51313
0.24659
0.18214
0.29903
0,16234
0.13542
0.08024
0.27205
0.29947
0.28365
0.57220
0.68711
0.676866
0.21214
0.05805
0.28584
0.04600
0.09854
0.14578
0.27690
0.26767
0.28949
0.50100
0.59737
0.67711
0.22005
0. 18240
0.20989

0.28256
0.27246
0.30941
0.45491
0.50805
0.58592
0.22230
0.23519
0.38667
0.17143
0.06667
0.17143
0.28u67
0.23228

0.29256
0.37169

0.39948
0.45582
0.22072
0.16309
0.21495
0.13486
0.20539
0.07668

0.26774
0.33990
0.28193
0.81888
0.52789
0.45501
9:48%23
0.22386
0.15086
0.09046
0.16664

0.22902
0.13677
0.22232
D.u6361
0.54013
0.568601
0.19728
0.17485
0.19168
0.10889
0,18408
0.05381
0.10889

0. 20000
0.31042
0.30601
0. 12140
0.07630
0. 11236
0.21434
0. 10660
0. 28245
0.55584
0.62322
0.49861
0. 28355
0. 359137
0. 25269
0,08802
0. 06396
0.07370
0. 19720
0. 14698
0.22136
0.56583
0.87233
0. 45009
0.10378
0. 37044
0.29600
0.12335
0.05916
0.07655
0.22404
0. 21639
0. 10914
0.50290
0.48019
0.59178

0. 16755
0.08810
0.25124
0.22162
0.2u879
0. 18494
0. 46550
0. 37887
0,58165
0. 24285
0.20000
0.37143
0.15478
0.20079

0.22381
0.23370

0.27924
0.19128
0.42392
0.39669
0.36121
0. 21421
0.21211
0.20607

0.15913
0. 14838
0.21184
0,23275
0.27845
0. 17681

0. 42900
0. 46404

0.65429
0.22069
0.18967
0.27641

0.113161
0.02621
0. 10077
0.25176
0.20785
0.17196
0.49504
0. 46825
0.571354
0.22300
0, 34435
0,25773
0. 16963

0. 40000
0, 460013
0.33249
0.06258
0.01188
0.02505
0.060u8
0.00606
0.11028
0.1211713
0.14795%
0.15497
0.40693
0. 46094
0.66347
0.03800
0.02222
0.00723
0.04615
0.02u16
0.0C369
0. 15382
0.06603
0.02677
0.83174
0.43613
0,48978
0.05377
0.02477
0.00054
0.08227
0.04069
0.00182
0.18613
0. 245813
0.12582

0.08553
0.01804
0.06807
0.12163
0.12652
0.03114
0.19633
0. 20166
0.00164
0,46428
0.66667
0. 40000
0.10434
0.05512

0.08871
0.15893

0.13102
0.12869
0. 17932
0.25896
0.25796
0.40267
0, 28258
0.40895

0,70191
0.06423
0.12305
0.12601
0,08BG05
0.11153
0: 363284
0.087489
0.38501
D.44146
O.41764

0.04129
0,012483
0.08534
0,102u42
0.07651
0,03892
0. 19081
0. 22415
0.134875
0,u43582
0.37073
0.639u8
0.22300

0.07553
0.02362

0.06382
0.06256

0.06191
0.08530
0.08975
0.09779
0.06849
0.17986
0.14515
0.30351

0.07385
0.05790
0.07477
0.06008
0.01120
0.02725

0.08053
0.03001

0.02095
0.16210
0.25538
0.10316

0.02024
0.00450
0.02161
0.03462
0.01854
0.02045
0.06222
0.06097
0.06450
0.1696 3
0.07901
0.03136
0.,43582
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0.731
1.096
0.338
0.675
1.013
0.463
0.926
1.389
0.903
1.807
2.710
0.877
1.7584
2.631

0.239
0.479

0.718
0.680

1. 360
2.0u40
0.318
0.636
0.954
0,333
0.667
1.000

0.078
0.157
0.235
0.338
0.677
1.015
0.382
0.683
1.025
0.196
0.393
0.589

0.075
0.220
0.195
0.207
0.113
0.318
0.312
0.407
0.530
0.163
0.427

0.764
1.905

0.585
0.618
0.276
0.573
1.031
0.435
0.181
0.523
1.422
0.551
0.367
0.126
0.286
1.306
0.670
0.240
0.293
0.086
0.062

0.305
0.336

0.522
0.051
0. 181
0. 364
0.902
0.308
0.725
0-291

0.946
0.650
0.296
0.386

0.668
1. 096
0.145
0.403
1.013
0.249
0.649
1.148
0.263
1.049
2.710
0.321
0.900
2.621

0.115
0,308

0.607
0.219

0.912
1.620
0.133
0.394
0.828
0.150
0.375
1.000

0.048
0.098
0.234
0.117
0.406
1. 015
0.083

0,491
1.025

0.055
0.300
0.500

0.06183
0.00182
0.060u9
0.52019
0.52912
0.14667
0.10390
0.15783
0.08413
0,00845
0. 00406
0. 03434
0.01111
0.06050

0.50022
0.25325

0.u42274
0. 15653

0.79494
0.12088
0.08852
0.03002
0.01283
0.05020
0.03665
0.02000

0.48563
0.45572
0.42312
0.15175
0.20801
0.14778
0.09215

0.05591
0.00185

0.07814
0.C7848
0.04097

0.07901
0.00547
0.33699
0.28936
0.41066
0.50714
0.54619
0.53540
0.22499
0.10566
0.248B34
0.09283
0.07778
0.08900

0.25157
0.25325

0.28004
0.46570

0.48815
0.56846
0.23029
0.17949
0.17723
0.13116
0.06477
0.16500

0.23630
0.2084a3
0.24134
0.37015
0.46950
0.43842
0.21078

0.14537
0.019%51

0.13089
0.12657
0.18505

0,14408
0.00730
0.14212
0.15161
0.05232
0. 23943
0.24706
0.21306
0. 46490
0. 55417
0. 56125
0. 24951
0.09333
0, 25990

0. 14662
0.23701

0. 16814
0.23143

0.24521
0.22142
0. 43462
0.50393
0. 42573
0. 23410
0.22211
0.24200

0. 13363
0.17068
0.18807
0.26618
0.19948
0.33399
0.37474

0.49372
0.63610

0.22109
0.23678
0.20592

0.3443%
0.38139
0.04426
0.03386
0.00592
0.08255
0.08u440
0.06722
0.17287
0. 26490
0.18450
0.49583
0.42222
0. 44140

0.07045
0.19481

0.08543
0.09482

0.06418
0.05816
0.17485
0.21514
0. 26854
0. 39054
0.51955
0.31400

0.08181
0.10699
0.12180
0.12864
0.07297
0.06108
0.21566

0.20078
0.26634

0.39544
0.39811
0. 44009

0.37073
0.60u01
0.01618
0.00497
0.00197
0.02421
0.018u5
0.02649
0.05311
0.06681
0.00185
0.12750
0.39556
0.14918

0.03114
0.06169

0.04364
0.05152

0.00752
0.03107
0.07171
0.07143
0.11567
0.19400
0.15693
0.25500

0.06262
0.05818
0.02566
0.08326
0.05002
0.01872
0.10667

0.06421
0.07610

0.17u44
0. 16005
0.12799

0.43379
0.16752
0.13080
0.05422
0.02228
0.34550
0.13743
0.07256
0.04222
0.06166
0.49195
0.18178
0.04176
0.03296
0.01121
0.57242
0.17539
0,05490
0.01184
0.03C99
0.43876
0.13795
0.09121
0.04723
0.03416
0.36628
0.12253
0.04983
0.05199
0.02563
0.33721
0. 14851

0.08074
0.05439

0.04951
0.07794
0.29282
0.18450
0.04212
0.02650
0.01116
0.02204

0.15249
0,.02331
0.04726
0.02683

0.22268
0.39907
0.21554
0.14085
0.08208
0.27185
D.,43148
0.22210
0.09366
0.09134
0.31293
0.44725
0,168086
0.07822
0.02%504
0.2uCB9
0. 44261
0.25118
0.03835
0.08163
0.27691
O.44100
0, 17662
0.11166€
0.05786
0.32940
0. 38336
0.1€241
0.115u5
0.03814
0.31395
0.34970

0.1688B3
0.09597

0.06942
0.10779
0.21547
0.36617
0.16909
0.07714
0.0u4106
0.03853

0.49188
0.10330
0.08383
0.10703

0.140186
0.36061
0.21516
0.16872
0.21414
0.23907
0.39864
0.22468
0.12833
0.13301

0.22264
0.u43554

0.20530
0.10889
0.C7940
0.23367
0.49801
0. 19696
0.710829
0.16089
0.20944
0.43585
0.20205
0.10001
0.15507
0.207u4
0.38738
0.07104
0.20930
0.17838

0.31134
0.19744

0.13034
0.10779
0.17127
0.20168
0.,49855
0.21260
0.07850
0.11995

0.22296
0.53276
0.17227
0.15503

0.11530
0.11143
0.15464
0.35589
0.21234
0.10491
0.10401
0.18091
0.39019
0.20758
0.03262

0.10035
0.28453

0,39622
0,29889
0.00876
0.10220
0.12754
0.48022
0.18880
0.06784
0.13741
0.19069
0.38143
0.15171
0.07184
0.15960
0.25321
0.33817
0.184L3
0.03u88
0.13223

0.22816
0.30768

0.22840
0.14510
0,12707
0.13220
0.18979
0.37375
0.15092
0.74931

0.05186
0.20761
0.30861
0.232986

0.068B76
0.046343
0.09030
0.17212
0.32229
0.04503
0.06317
0.08121
0.18683
0.37379
0.01822

0.03832
0.05714

0.23256
0.44787
0.03178
0,03703
0.05179
0.20712
0.46B26
0.04399
0.06u92
0.07481
0.17870
0.50958
0.04391
0.10215
0.11428
0.18122
0,41301
0.03u488
0.09031

0.11541
0.17820

0.33977
0.17288
0.11602
0.07806
0.05528
0.16370
043001
0.19166

0.Cu023
0.09527
0.23086
0.34492

0.01930
0.02992
0.04811
0.06176
0.19229
0.01857
0.02485
0.00458
0.06242
0.13730
0.01087

0.00967
0.01297

0.05474
0. 10810
0.02675
0.00910
0.016%8
0.06551
0.12205
0.011€1
0.00822
0.05083
0.07894
0. 14668
0.033u9
0.02491
0.03288
0.C8039
0.26774
0.03uss
0.07414

0.06005
0.11664

0,13987
0.26679
0.07182
0.02325
0.03168
0.11250
0.20620
0.35209

0.02742
0.03073
0.€9995
0,09920

0.03488
0.02673

0.035u8
0. 04970

0.04268
0.12168
0.00552
0.01378
0.01349
0.03382
0.0B8214
0.12643

0.01315
0.00702
0.05762
0.03401
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0.00813
8 1
0.02144
8 1
0.03144
8 1
0.01802
8 1
0,03333
8 1
0.068333
8 "2
0.03720
8 2
0.00880
8 2
0.01129
8 2
0.03832
8 2
0.068593
8 2
0.25641
8 3
0.00577
8 3
0.01997
5.3
0.C0550
5 3 °
0.03519
8 3
0.03564
8 3
0.05397
8 &
0.00984
8 &
0,00301
8 &
0.02970
8 8§
0.00232
8 1§
0.00302
8 A
0.014816
- fd.
0.01405
B 5
0.01405
8 5
0.02716
8 5
0.01788
8 5
0.05532
il
0.1744805
8 6
0.02212
B 6
0.01507
B 6
0.01571
B 6
0.02130
8 6
0.03707
8 6
0.20423
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0.3M
0.172

1.250
0.503

0.199
0.578

0,381
0.707
0.611
0.846
0.933
0.289
0.408
0.154
0.389
0.435
0.383
0.123
0.296
0.072
0.111
0.420
0.420
0.313
0.875
0.435
0.138
0.360
0.039
0.822
0,836
0.455
0.586
0.982
0.982
0.610
2.498
0.303
1. 469
0.331
0,331
0.290
0.290
0.669
0.282
0.958
0.958
0,452
0.328
0.565
0.321
0.270

0.142

0.04289
0.51163

0.02511
0.03802

0.02355
0.33737

0.148424
0.06915
0.03442
0.06676
0.01715
0.23631
0,09143
0.13275
0.02981
0.03270
0.05278
0.11382
0.05563
0.04287
0.03604
0.03333
0.03333
0. 14025
0.03158
0.02950
0.11291
0.02873
0.05128
0. 18622
0.03646
0.01321
0.00974
0.01324
0.01324
0.371311
0. 18105
0.00990
0.00971
0.00302
0.00902
0.12403
0.03583
0.064333
0.01556
0.00209
0.01209
0.,12832
0.06404
0.01114

0.02226
0.01088
0.00708

0.11539
0.25000

0.15990
0.09717

0.06201
0.27509

0.36685
0.20716
0.099u0
0.08578
0.04287
0.18823
0.44221
0.18298
0.11215
0.05252
0.05363
0.25203
0.16119
0.06150
0.05405
0.06667
0.06667
0.28869
0.19751
0.07375
0.12234
0.06315
0.05128
0.45598
0.12190
0.06078
0.08865
0.06823
0.03564
0.34098
0.28607
0.08581
0.07153
0.00302
0.01302
0.37870
0.12403
0.08799
0.03025
0.05950
0.04532
0.28540
0.21549
0.09453
0.05703

0.01579
0.02113

0.13905
0.08140

0.45543
0.24846
0.06201
0.14706
0.23733
0.3u526
0.17296
0.12673
0.05788
0.14472
0.21960

0.26937
0.20141

0.09387
0.06327
0.19512
0.29713
0.11499
0.12613
0.10000
0.10000
0.21796
0.35926
0.21513
0.16229
0.09739
0.05128
0.16707
0.62839
0.19187
0.12264
0.10591
0.06823
0.10984
0.40342
0.23432
0.14400
0.00906
0.01906
0.18963
0.37870
0.16813
0.15557
0.09290
0.05950
0.16814
0.30942

0.18572
0.10u83

0.04866

0.0u4225

0.14268
0.06977

0.20619
0,33364

0.0764 2
0.10900

0.09465
0.17869
0.37943
0.20227
0.24652
0.12663
0.10647
0.17002
0.32919
0.19234
0.12004
0.19512
0.19793
0.28822
0.20721
0.16667
0.13667
0.12039
0.20180
0.364075
0.17010
0.13951
0.05128
0.10288
0.22780
0.38242
0.17582
0.21181
0.10591
0.07705
0.11843
0.30363
0.29082
0.10272
0.10272
0.13701
0.18963
0.31011
0.22988
0.70021
0.09290
0.15265
0.19906

0.29218
0.17869

0.17027
0.05634

0.20515
0.0u4651

0.11430
0.18376

0.22054
0.07612

0.08490
0.13780
0.19226
0.34634
0.29904
0.10739
0.06676
0.11614
0.1674 4
0.29583
0,20758
0.09756
0.13967
0.25986
0.33333

0.20000
0.15667
0.09288
0.10765
0.21963
0.23275
0.22499
0.05128
0.05900
0.08088
0.20194
0.27817
0.24236
0.21181
0.07705
0.01892
0.16832
0.39599
0.41390

0.18000
0.07858
0.13701

0.15792

0.38090

0.14614

0.10021

0.13938

0.10492

0.20667
0.87108

0.24097
0,15493

0.29086
0.02907

0.02828
0.07499

0,32384
0.04325
0.05053
0.03527
0.08702
0. 15095
0.33119
0.10739
0.04632
0.07835
0.17442
0.23258
0.37791
0.09756
0.08259
0.13873

0. 15315

0.23333
0.20000
0.05483
0.07259
0.07787
0.09787
0.30235
0.07692
0.01456
0.05612
0.10692
0.19291
0. 26884
0.24236
0.06066
0.01531
0.092u1
0.07860
0.43202
0.29000
0.04217
0.07858
0.13271
0.13912
0.39979
0. 14614
0.05973
0.06598

0.130C6
0.08713

0.34701
0.23944

0.06436
0.01163

0.01078
0.02395

0.23160
0.01211

0.02149
0.02665
0.03451
0.02116
0.00536
0.08930
0.02722
0.05039
0.04558
0.10015
0.12478
0.04065
0.04unY
0.06238

0.07207

0. 16667
0.22333
0.04777
0.02080
0.03208
0.06338
0.09795
0.41026
0.00856
0.032u8
0.03734
0.09688
0. 05357
0.26888
0.07148
0.01378
0.07591
0.00702
0.03323
0.41202
0.03583
0.064217
0.07263
0.03081
0.14405
0.39979
0.04u425
0.02601

0.06397
0.05766

0. 12934
0.27465

3 0.02695 0.122u6 0.3C358 0.22512 0.17740 0.07588 0.03884 0.02105 0.00871
L} 0.02950 0.08649 0.15213 0.26544 0,20748 0,13190 0.08395 0.03431 0,00882
5 0.04175 0.06673 0.10970 0.15646 0.26875 0.20623 0.09710 0.04316 0.01011



0.02344
0.01911
0.00079
. 00052
0.02186
« 00546
0.00513
«01693
0.02514
07381 .
0.00726

. 00363
0.00363

- 00605
0.06103

0.03756

NOoOZOoOWOoORoO-"OMROUNMOEOW-dOM

0.03443

0.02948
0.02705
0.11624
0.02186
0.03729
0.03455
0.06167
0.00726

0.13772

. 00626 0.00469

0.06103

« 00626 0.00469

0.03756

0.00626 0.00469

6 0.00626

0.03443

0.02661 0.00469
7 0.00469 0.00626
0.07512 0.02661

8 0.00469

0.00626

0.11737 0.07512

9 0.004869

0.00626

0.20970 0.11737

3 0.03641

0.10922

0.07151 0.12776

0.04038
0.32747

0.15301
0.06463
0.08847

0.06771
0.06167

0.28951
0.13772
0.061703
0.03756
0.03443
0.02661
0.02661
0.20227

0.08806
0.32065

0.38426
0.21567
0.12701
0.09311
0.06771
0.20970
0.28951
0.13772
0.06103
0.03756
0.03443
0,03443
0.15453

0.02023 0.01780 0.01133 0.00565
o 0.02023 0.03641 0.10922 0.20227

0.04045 0.01780 0,01133 0.00565
5 0.01780 0.02023 0.03641 0.10922

0.05583 0.0u4045 0,01133 0.00565
6 0.01133 0.01780 0,.02023 0.03641
0.07767 0.05583 0,04045 0.00565
7 0.00565 0.01133 0.01780 0.02023
0.12460 0,07767 0.05583 0,04045
8 0.00565 0.01133 0.01780 0.02023
0.714401 0.12460 0.07767 0.05583
9 0.00565 0.01133 0.01780 0.02023
0.15453 0,14401 0,.12u60 0.07767
10 0.00565 0.01133 0,.01780 0.02023
0.20227 0.15453 0.14401 0,12460
Lk 0.00565 0.01133 0.01780 0.,02023
0.12460 0.20227 0.15453 0.14401
3 0.03398 0.10922 0.20227 0.15453
0.02023 0.01780 0.01133 0.00565 0.00243
G 0.02023 0.03398 0,10922 0.20227 0.15u453
0.04085 0.01780 0.01133 0.00565 0,002u3
5 0.01780 0,02023 0,.,03398 0.10922 0,20227

0.05583 0.04045 0.01133 0.00565 0.00243
6 0.00243 0,01780 0.02023 0.03398 0.10922

0.07767 0.05583 0.04045 0.01133 0.00565
7 0.00243 0.00565 0.01780 0.02023 0,03398
0.12460 0.07767 0.05583 0.04045 0,01133
8 0.00243 0.00565 0.01133 0,01780 0.02023
0.14801 0.712460 0.07767 0.05583 0.040u5
9 0.00243 0.00565 0.01133 0.01780 0.02023
0.15453 0.140401 0.12460 0.07767 0.05583
10 0.00243 0.00565 0,01133 0,01780 0.02023

0.20227 0.15453 0.14401

0,20890
0.14951
0.179u8
0.30874
0.27428
0.21475
0.17775
0.0931
0.11737
0.20970
0.28951
0.13772
0.06103
0.03756
0.03756
0.14401

0.15453
0.,20227

0.10922
D.03641
0.03641
0.03641
0.036461
0.03641
0.1440%

0.12860 0.07767

n 0.00243 0,00565 0.01133 0,.01780 0.02023
0.10922 0.20227 0.15453 0.14401 0,12460
12 0.00243 0.00565 0.01133 0.01780 0,02023
0,10922 0.12460 0.20227 0.15453 0.14401

Vi
7/

0.30668
0.22895
0.03332
0.171202
0.17434
0.27871
0.204426
0.17775
0.07512
0.11737
0,20970
0.28951
0.13772
0.06103
0.06103
0.12460

0.184a01
0.15453

0.20227
0.10922
0.04085
0.08045
0.04045
0.04045
0.12860
0.14401
0.15453
0.20227
0.10922
0.03398
0.03398
0.03398
0.03398
0.03398

0.12875 0.063€6 0.03981

0.28517
0.01758

0.01913
0. 10892
0.11676
0.32527
0.24426
0.03756
0.07512
0.11737
0.20970
0.28951
0.13772
0.07512
0.07767

0.12460
0. 14401

0. 15453
0.20227
0.10922
0.05583
0.05583
0.05583
0.07767
0.12460
0.14401
0. 15453
0.20227
0.10922
0.04045
0.04045
0.04045
0.04045

0.14303
0.00210

0.00820
0.06338
0.06uQ2
0.01330
0.32527
0.03443
0.03443
0.07£12
0.11737
0.20970
0.28%51
0.13772
0.05583

0.07767
0.12460

0.14401
0.15453
0.20227
0.10922
0.07767
0.07767
0.05583
0.07767
0.12460
0.18401
0.15453
0.20227
0.10922
0.05583
0.05583
0.05583

0.01874
0.00184

0.00546
0.03947
0.03639
0.00605
0.01330
0.02661
0.02661
0.02661
0.07512
0.11737
0.20970
0.28951
0.04045

0.05583
0.07767

0.12460
0.74401
0.15453
0.20227
0.10922
0.10922
0.04045
0.05583
0.07767
0.12460
0.14401
0.15453
0.20227
0.10922
0.07767
0.07767
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Table E.2, Sample Computer Program Output

PATE OF STORM EVENT= 23/ 2/

STORM EVENT HOURLY RAINFALL ACCUMOULATIONS= 0,007

7/1976 IATSE=

0.072 0.007 0. 1386 0,764 0.076

DATE OF STORN EVENT= 17/ 3/
STORM EVENT HOURLY RATNPALL

DATE OF STORM EVENT= 10/ &/
STORN EVENT HOURLY RAINFALL

- DATE OF STORN EVERNT= 28,/ 5/

STORN EVENT HOURLY RAINPALL
0.035 0.014 0,005

DATE OF STORM EVENT= 1/ B/
STORM EVENT HOURLY RATINFALL
0.217 0,069 0,027

DATE 07 STORE EVENT= 16,21/
STORM EVENT HOURLY RAINPALL

DATE OF STORE EVENT= 21,22/
STORN EVENT HOURLY RAINFALL
0.0 0.0 0.008

DATE OF STORHN EVENT= 18/ 1/
STORA EVEET HROURLY RAINFALL

DATE OF STORM EVENT= 3/ U/
STORH EVENT HOURLY RAINFALL
0.020

DATE OF STORH EVENT= 9/ 5/
STC4H EVEET HOURLY RAINFALL

DATE OF STORHN EVERT= 5,11/
STORM EVENT HOURLY RAINFALL

DATE OF STORM EVENT= 9/16/
STORH EVENT HOURLY RAINFALL

DATE OF STORK EVENT= 12,18/
STORA EVENT HOUBLY RAIFFALL

DATE OF STORE EVENT= 13,724/
STORH EVERT HOURLY RAIRFALL
0.103 0,025

DATE OF STORHN EVENT= 4,27/
STOER EVENT HOURLY RAIEFALL

DATE OF STORM EVENT= 22/28/
STORN EVENT HOURLY RAINFALL

DATE OF STORN EVENT= 17/ 4/
STORE EVERT HOUBLY BAINFALL

7/1976  IATSE=

ACCUMULATIONS= 0,023

7/1976 IATSE=

ACCOMULATIONS= 0.003

T7/1976 IATSE=

ACCUBULATIONS= 0.176

7/1976 IATSE=

ACCUMULATIONS= 0.014

70

15

34

&1

771976 IATSE= 319

ACCUNDLATIONS= 0,035

7/1976 IATSE=

ACCUBRULATIONS= 0,074

871976 IATSE=

8/1976 IATSE=

8/1976 IATSE=

ACCONODLATIONS= 0,011

25

229
ACCUNMOLATIONS= 0,115

54
ACCUROULATIONS= 0.0174

24

B/1976 IATSE= 139

ACCUNMULATIONS= 0,007

871976 IATSE= 121

ACCOMULATIOHS= 0.013

871976 IATSE=

ACCONMULATIONS= 0.007

8/1976 IATSE= 140

ACCUMULATIONS= 0,023

B/1976 IATSE=

ACCUNULATIONS= 0.051

B/1976 IATSE=

ACCUMULATIONS= 0,006

56

39

9/1976 IATSE= 158

ACCUMDLATIONS= 0,032

0.015 0.0 0.0 0.0 0.0 0.0 0.0

0.005 0,337 0.2%8 0,134 0.068 0,035

0.0
0.008 0.026 0.013 0,008 0.004 0,007 0,039 0,102

LENGTH= 10
0.023 0,006

LENGTH= 2
0.008
LENGTH= @

0.008 0,021

LENGTH= 8
0.545 0.188

LENGTH= B8
0.0u48 0.012

LENGTH= &
0.110 0.038

LENEGTH= 8
0.027 0.0

LENGTH= 3
0.087 G.017

LENGTH= 6
0.005 0.123

LERGTH= 1

LERGTH= 3
0.C09 0.025

LENGTH= 3
0.082 0.010

LENGTH= 5
0.€C19 0,051

LENGTH= 7
0.077 0.019

LENGTH= 3
0.169 0.041

LENGTH= 5
0.015 0.040

LENGTH= 35
0.098 0,029
0.025 0,077
0.046 0,017

TRAIN= 1.990
0.622 0.277

TRAIN= 0,031

TRAIN= 0,037
0.006

TRAIN= 1,006
0.084 0.0

TRAIN= 1,097
0.161 0.548

TRAIN= 0,192
0.009

TRAIN= 0,109
0.0 0.0

TRAIN= 0.179

TRAIN= 0,209
0.085 0.0

TRAIB= 0,011

TRAIN= 0,001

TRAIR= 0,066

TRAIR= 0,203
0.101 0.026

TRAIN= 0,286
0.008 0.031

TEAIN= 0,261

TRAIN= 01152
0.080 0,021

TRAIN= 1.471
0.016 0.049
0.023 0.0
0.028 0.012

157



APPENDIX F 158

MODEL TEST RESULTS
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Figure F.1. Historical and Generated Storm Event Duration Distributlons, Period 1
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Figure F.2., Historlcal and Generated Storm Event Duratlon Distributions, Perlod 2
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Figure F.3. Historlcal and Generated Storm Event Duration Distributions, Perfod 3
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Figure F.5. Historical and Generated Storm Event Duration Distributions, Period 5
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Figure F.20, Storm Event Depth Versus Duration at Constant
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Figure F.23. Storm Event Depth Versus Duration at Constant
Frequency Levels, Period 5
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