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FOREWORD 

The general a im of the Iowa State Water Re source s Research 

Project No. A-040- I A, "Natural Mixing and Transfer Pr:)cesses for 

Thermal Loads in St reams", i dentified on t he t itle page of this 

r eport , was t o obt ain a better understanding o:f t he processes by 

which a heated water di scharge i s mixed with flowing streamwater and 

the exces s heat is t ransI'erre d to t he surrounding environment. 

The way i n which these t wo proces s e s comb ine t o produce the resulting 

temperature d i stribution pattern in the stream was also a goal of 

this study . More sp ec i I'ically , t he ob jecti.ves were: (1) to investi­

gate the ve r t i cal , transverse , and longitudinal mixing of heated 

effluent water i n a l aborat ory flume in situat ions where turbulence 

and velocity d i f f erentials in the ambi ent f l ow are the principal 

mixing agents; (2) to invest i gate the i nflu ence of the density dif­

ference bet1ileen t he heat ed effluent and the ambient water on the mixing 

processes; (3) to inve s t igat e t h e influence of t he boundary conditions 

at the water sur f a ce and the channel per imeter on the mixing processes 

for a heat ed effluent ; and (4) to compare the mixing processes for a 

heated ef f l uent wi th those f or a conservat i v e , neutrally ... buoyant 

tracer, and t o relate the diff erences to t he buoyancy and boundary 

condition effe ct s indi cat ed ln obj ectives 2 and 3. 

Af ter the fir s t year of the proj ect , a gr ant was obtained for a 

'I'i t le I I Project, ''Mixi ng and Transfer of Heat in Open Channel Flow" 

( OWRR Pr o j ect Number c-31 J-1-o , Funding Agreement Number 14-31-0001-3692), 
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for a three-year period. This additional grant permitted the depth 

and scope of the research activity to be substantially increased. 

This report marks the completion of the first phase of the com­

bine~ projects. It focuses on the vertical mixing problem identified 

in objective 1, as well as on all of the problems identified in 

objectives 2, 3, and 4, as they relate to the vertical mixing process. 

To a greater or lesser extent, most of the major objectives were 

achieved for the idealized case of uniform ambient flow in a laboratory 

flume with a rough bottom. Specifically, a fairly general mathematical 

model was obtained which satisfactorily predicts the damping effect 

of density differences between the heated effluent and ambient water 

on the vertical mixing process for a wide range of conditions. As 

anticipated, the results show that the rate of vertical mixing 

asymptotically approaches the mixing rate for a conservative, neutrally­

buoyant tracer as the density difference approaches zero.. The 

objective pertaining to the investigation of heat transfer across the 

water surface and through the channel perimeter was only partially 

achieved. In the region close to the source, where longitudinal 

temperature gradients are the steepest, experimental measurements 

indicated that the heat loss across the water surface tends to be 

significantly larger than that predicted by any of the existing surface 

heat transfer theories. The cause was not positively identified. 

The investigations of the transverse and longitudinal mixing pro­

cesses have not yet reached a reportable stage. These investigations 

are being continued under the OWRR Title II project. 
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ABSTRACT 

The extensive use of rivers as a sink for waste heat has 

caused widespread environmental concern. The vertical mixing of 

heated surface effluents, due to turbulent and convective transport 

mechanisms afthe ambient flow, was investigated in a series of 

laboratory flume experiments covering flows ranging from well-mixed 

to nearly stable stratified conditions. Detailed temperature and 

velocity distribution data were obtained in the mixing region. 

The data and analyses based on the convection-diffusion 

equation were combined to determine (1) required distances for nearly 

complete mixing, (2) bulk vertical mixing coefficients, and (3) 

the variation over the depth of the overall vertical heat transfer 

coefficient. In the more stratified flows, buoyancy effects sharply 

reduced the value of the vertical heat transfer coefficient in the 

upper part of the flow. In flows with minimal buoyancy effects the 

mixing was rapid and the magnitude and distribution of the heat 

transfer coefficient approached those for the turbulent vertical 

momentum transfer coefficient. Finally, using a finite-difference 

representation of the steady state convection-diffusion equation and 

an empirical function for the vertical heat transfer coeffi cient, down­

stream temperature profiles were predicted f or selected representative 

experimental conditions. The predicted profiles agreed closely with 

the experimental ones. 

KEY WORDS: Diffusion, Dispersion, Heat Flow-water, Heat Transfer, 
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Mixing in Natural. Waters, Stratification-water, Stratified Flow, 

Temperature-water, Thermal. Pollution, Turbulent Flow. 
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Chapter l 

INTRODUCTION 

Electrical energy consumption in this country is currently 

increasing at a rate of about seven per cent per year. Nuclear power 

plants will produce an increasingly larger share of this electrical 

power, but because of their lower thermal efficiency, they reject 

even more waste heat than fossil fuel plants. The dispersion of 

this waste heat will pose an increasingly troublesome problem. The 

use of rivers as a source of once-through cooling water is becoming 

more and more difficult as available sites are used up and environ­

mental protection criteria became more exacting. Because of this, in 

the future we shall need to predict the behavior of heated effluents 

more accurately. If it can be shown that for a certain site, the 

environmental effects of heated effluents are negligible then from a 

total resources point of view it would be wasteful to resort to a 

more complicated cooling procedure. 

l 

At present, the use of natural waterweys to dissipate the 

heat of discharged cooling water is widely practiced. There are essen­

tially two different weys to introduce the heated discharge into the 

flowing stream. The hot water can be introduced as a submerged Jet. 

In this case there is rapid turbulent mixing of the discharge wjth the 

ambient stream 'and entrainment of ambient fluid into the jet. 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

Temperatures are rapidly reduced by dilution and the heat from the 

discharge water is carried along by the entire ambient flow and 

gradually transferred to the atmosphere. The other method is to 

introduce the heated discharge at the surface of the flowing stream, 

usually at or near the average velocity of the ambient stream. In 

this case the warmer, lighter fluid tends to stay on top of the 

flowing stream, thus permitting a more rapid heat loss directly to 

the atmosphere. Depending on the parameters of the flowing stream, 

the heate.d water may remain in the upper part of the flow in a 

stratified state, or be rather rapidly mixed downward into the flow 

by the turbulence of the flowing stream. Stratified flow provides a 

maximum rate of heat loss to the atmosphere, whereas rapid downward 

mixing reduces the temperature most rapidl y. Each of the a.bove cool­

ing methods has its own advantages, but each likewise presents its 

own ecological hazards. Stratified flow will alter the reaeration 

process at the surface, upset the natural heat balance in the river 

and have various effects on the aquatic life in the river as reported 

by Parker and Krenkel (18). A rapidly mixed heated effluent will 

also tend to alter the habitat of bottom-growing plant and animal 

life. 

In this study the heated effluent was introduced at the 

water surface at both the average and water surface velocities. The 

focus of the investigation was then on the far-field or passive-diffu­

sion mixing region. In this region the mixing is assumed to be 

due predominantly to the turbulence of the flowing ambien~ stream, 

2 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

and entrance effects are considered to be minimal. As the velocity 

of the flowing stream increases, the mixing process becomes increas­

ingly insensitive to the entrance conditions. However at the lower 

velocities, the entrance conditions became more critical, so a brief 

investigation of this phenomenon was made. 

The goal of this study was to provide a better insight 

into the basic mechanism by which a heated effluent at the surface, 

with no excess momentum, mixes with the underlying ambient stream. 

A fUrther objective was to evaluate para.meters based on the convec­

vection-diffusion equation that enable prediction of the mixin~ rate. 

It is thus hoped that the results of studies such as this will reduce 

the future need for expensive and time-consuming model studies. 

The basic approach was to simulate the process in a 

laboratory flume at different flow conditions, monitor temperatures 

and velocities, and then analyze the resulting experimental data. 

The IBM-1801 Computer in the Hydraulics Laboratory was used in uata 

acquisition, and the University of Iowa IBM-365 Computer was used in 

the subsequent analysis. 

After a review of previous investigations related to this 

problem, the basic theoretical background is developed in Chapter III. 

This is followed by a description of the apparatus and the experiments 

which were conducted. The heart of the study is in Chapters V and VI 

which present, utilize and analyze the experimental results. Chapter 

VII then summarizes the main findings of the study. 

3 
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Chapter II 

REVIEW OF PREVIOUS WORK 

The phenomenon of thermal pollution in natural waterways is 

a relatively new area of scientific investigation. It is only within 

the last five to ten years that an extensive body of literature has 

developed around this subject. In 1969 Parker and Krenkel gathered 

together data on the status of this emerging art (18,19). Harleman 

has done excellent pioneering work on the nature of stratified flow 

(9) together with applications to condenser water discharges (19), but 

his work did not consider in detail the role of passive turbulent 

diffusion in flows with continuous density gradients. In 1971 and 

1972 the Massachusetts Institute of Technology sponsored two Summer 

Sessions on the Engineering Aspects of Heat Disposal (10). The two 

chapters from Summer Session Notes most relevant to this work are 

Chapter 1, "Environmental Heat Transfer," by Ryan and Stolzenbach which 

reviews the various mechanisms of heat transfer between a water 

surface and the environment, and Chapter 9, "Temperature Distributions 

in the Far Field Region - Partial Mixing," by Ditmars, which provides 

some of the analytical framework for the present study. 

Historically the investigation of the mixing of heated 

effluents has evolved out of the study of the mixing of neutrally 

buoyant substances, particulate matter such as sediments and the 
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mixing of saline density--stratified flows. Ellison and Turner ( 6, 7) 

in a series of experiments on saline stratified flows laid much of the 

ground work for future investigations. Their first set of experiments, 

reported in 1959, showed the entrainment coefficient to be a well 

defined monotonic decreasing function of the overall Richardson nwnber 

for the layer, defined as 

(2.1) 

where V, h, and pare the mean velocity, thickness and density of the 

two-dimensional buoyant plume, mixing in an ambient stream of density 

Pa• Subsequent work included further investigation of the rate of 

spread of the saline effluent which was di•scharged into a sloping 

rectangular closed conduit. The rate of spread, was found to depend 

mainly on the slope a and on the pipe Richardson number, defined by 

(2.2) 

where Dis the depth of the conduit, pd is the density of the fully 

mixed discharge and p is the density of the ambient flow. 
. a 

In addition, Ellison and Turner presented a simplified model, 

assuming a parabolic form of the momentum transfer coefficient and a 

linear variation in vertical density, to investigate the influence 

of the density difference on the velocity profile. They were able 

to show that the mass transfer coefficient for the salt, K, was 
s 

influenced much more by the densi ty gradient than was the momentum 

transfer coefficient~- They were then able to rep!esent the ratio 

5 
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K/¾ experimentally as a well defined f'unct i on of the local 

Richardson Number 

_g dp~ p cauy)2 (2 . 3) 

The work of Jobson (12 ) and Jobson and Sayre (13) on the 

vertical mixing of both neutrally buoyant and parti culate matter in 

a two-dimensional turbulent shear flow, provided much of the founda­

tion for this study. In order t o determine the vertical mass trans f er 

coefficient for neutrally buoyant dye,Jobson (12,13) introduced 

certain simplifying assumptions into the convection-diffusion equation. 

He then integrated this simplifi ed form of the equat ion and was able 

to determine experimentally a value for the vertical mass transfer 

coefficient as a fun ction of depth. In particular the vertical mas s 

transfer coefficient for a neutrally buoyant tracer was found to 

follow the same parabolic distribution f'unction 

( 2 . 4 ) 

as the momentum transfer coeffici ent. I n Eq. 2.4, 

E = the width-averaged vert ical mas s transfer coefficient 
My 

d = depth 

u* = shear velocity 

K = Von Karman's turbulence coefficien t 

n = y/d = normalized vertical pos i tion 

Finally Jobson's equation (14) for predi cting concentration prof iles 

and the accompanying numerical solution was modified f or use in the 

present study. 

6 
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One important difference in dealing with thermal pollutants 

as opposed to conservative tracers is that transfer across the bound­

aries of the system must be considered. In order to determine the 

boundary conditions for our governing equations, it was necessary to 

know the rates of heat loss at the boundaries. The literature on heat 

loss in the environment, especially in relat i on to heated water bodies, 

has been growing in both volume and sophistication. Edinger and Geyer 

(4) linearized the various complex relationships for radiative, 

conductive and evaporative heat transfer and combined them into a 

much simpler relationship of the form 

where ~n = 
K = 

TS = 

TE = 
Graphs and 

=- K(Ts-Te) 
~ 

net rate of heat exchange (°F-ft./sec.) 

surface heat exchange coefficient 
2 (BTU/ft /sec./°F) 

water-surface temperature (OF) 

equilib_rium temperature (OF) 

charts were provided which facilitat ed the use of t his 

simple concept for predicting heat transfer between bodies of wate r 

and the atmosphere. Brady et al. (2) i n 1969, made var ious i nve:.ti ­

gations at actual power plant sites, and fur t her s i mplified t he 

determination of TE and K. These simplifications appear t o y i e l d 

results of sufficient accuracy for most practical situations, although 

they seriously underpredict the case for forced-convection cooling 

such as occurred in this study. Jobson and Yotsukura (23) r ecently 

have investigated the mechanics of heat transfer f or both the one nnrl 

7 
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two-dimensional cases in non-stratified open-channel flows. The i r 

work embodies many of the latest developments of heat t r ansfer in 

rivers, based on the equation of conservation of thermal energy and 

the heat transfer relationships at the boundaries. Most recently 

Ry-an (10), has conducted studies of the heat loss from a wnttr surface 

in a laboratory and presented the results in terms of tabulated 

values of TE and K. Unfortunately, however, his experimental condi­

tions apparent11 differed sufficiently from the ones in the present 

investigation so that his results are not directly applicable to our 

situation. 

Finally, some studies have been done on the flpecific problem 

of introducing a heated effluent at the surface of a flowing ambient 

stream. However most of these studies concentrated on the near-field 

mixing zone where jet-type phenomena are dominant. Stolzenbach and 

Harleman (26) investigated the mixing properties of a surface j ct 

that was introduced at :right angles to a flowing ambient stream, but 

the process was considered only to the point where jet-like behavior 

ceases. Similarly Motz and Benedict (17) studied surface heated jets 

in a cross flow, using laboratory data to determine drag and entrain­

ment coefficients, but again their study concentrates on the initial 

jet mixing zone. Koh and Fan (16) have presented mathematical models 

for the prediction of temperature distributions in a variety of situa­

tions. One of the models is for the case of passive diffusion of a 

warm surface jet in two-dimensional flow. This can be compared with 

the prediction model obtained in this study. 
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Weil (28) investigated the problem of a plume of heated 

water from a small semi-circular source which was.discharP,ed at the 

local ambient velocity in a turbulent open-channel flow. He was 

concerned with three gross parameters of the mixing plume: (1) 

temperatures along the plume axis, (2) plume width, and (3) layer 

depth, which he presented graphically as functions of flume length. 

He also presented normalized vertical temperature profiles for some 

selected runs. He did not make use of the convection-diffusion 

equation nor did he attempt to formulate a generalized mixing coeffi­

cient. In a sense then his work might he considered as a preliminary 

study to the present project. 

9 
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Chapter III 

.ANALYTICAL BACKGROUND 

A. Conservation of Heat Equation 

The basic equation for this study is the equation of the 

conservation of energy. The thermal energy equation of fluid mechanics 

for an incompressible turbulent flow without internal heat sources or 

sinks, obtained by subtracting the mechanical energy equation from the 

total energy conservation equation is 

( 3.1) 

The various components of Eq. 3.1 are 

DT (1) Dt = rate of change of temperature of fluid particle 
moving with the flow. 

(2) turbulent heat transfer 

(3) heat transfer due to conduction 

(4) viscous dissipation of mechanical energy into heat. 

In Eq. 3.1, 

T(x,y,z,t) = temperature averaged over a period just long 
enough to average out turbulent fluctuations 

X 
i 

u. 
l. 

= distance in the i'th co-ordinate direct i on 

= local flow velocity in the i'th direction, 
time averaged over a period just long enough 
to damp out turbulent fluctuations 
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p 

E 
C 

C 
p 

t 

= mass density of the fluid 

= thermal condu<:tivity coefficient 

= specific heat at constant pressure 

= time 

= time-averaged viscous dissipation function 
for turbulent flow. 

11 

In the derivation of Eq. 3.1 it is assumed that the variation 

in p, Ee' Cp and viscosityµ with respect to temperature Tis small. 

When temperature differences are sufficiently large to create 

environmental problems, the conduction and dissipation terms in Eq. 3.1 

are several orders of magnitude smaller than the other terms, except 

perhaps in the very last stages qf the mixing process. If we then 

neglect these two terms and introduce the turbulent heat transfer 

tensor ~iJ by the relationship 

-u'·T' = e """T ~T·· Cl 
" 1.J ax· 

J 
(3.2) 

then Eq. 3.1 becomes 

(3.3) 

which has exactly the same form as the convection-diffusion equation 

for mixing in turbulent flow. Eq. 3.3 can be expressed either in 

terms of heat or temperature since the two quantities are related by 

the relationship 

(3.4) 
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where H = heat per unit volume (BTU/ft. 3). 

Eq. 3.1 can be written in expanded form as 

where x,y,z 

u,v,w, 

= space co-ordinates in the longitudinal, vertical 
and lateral directions 

= local time averaged velocities of flow in the 
x,y,z, directions 

Eirx• E'l'y' ETz = local coefficients of turbulent heat transfer in 
the x,y wid z directions. 

Fig. 3.1 presents a definition sketch of sane of the main 

flow parameters. 

In this experimental study, the flow in the x-direction is 

approximately two-dimensional, so that a number of simplifications 

are introduced to reduce the three-dimensional form of Eq. 3.5 to a 

two-dimensional vertical mixing equation. The turbulent diffusion 

term in the x-direction reasonably can be assumed to be negligible in 

comparison to the longitudinal advection term. Near steady-state 

conditions were achieved in the tests so that even though the ambient 

temperature rose very slightly with time, the time varying term in 

Eq. 3.5 was orders of magnitude smaller than the other significant 

terms. With these simplifications Eq. 3.5 can be written 

(3.6) 

12 
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y 

l3 

0omb ~ 

Figur e 3.1: Definition Sketch-Flow Paramete r s. 

r"z. ET d 16,1. t) dx = 
J. J o'j 

B x, ~ C --------- --------, 
y I ~ I 

y r u T6c./c)d~ j u T(xa,t)d_y-+ 
J,., I o I 
o I I 

,t, r <Pt,{x,t)dx •(x.·x,l t(tl x~x, 

wh~re (pb(x,t) = ~[Tb(x,t)- Tair] 

Figure 3.2: Definiti on Sketch-ETy ' 
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which when combined with the continuity equation 

yields 

(3.8) 

Averaging across the width yields for each term in Eq. 3.8 

wr¥xdz -tx[~CuTdz] -~ uT" 

WfL ~ 

( 3. 9) 

~1:*dz C t\frW (3.10) 

_J_l~ aawT dz • I wTj - J_ WT' - 0 w z w ~ w -~ 
-'1z, 

( 3. ll) 

since w = 0 at z = ±W/2 

(3.12) 

j_1"1J. _a (Er:i. al)dz - ..L e,z ar I -.l£T:r.iI I ·i<l>w (3.13) 
W az . az W az IJI. W oZ ~wt: 

'fib. .,.-2, ~ 

where~ = local heat flux through a side (°F-ft./sec.). If we w 

then collect the remaining terms, we have 

(3.14) 

14 
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If we write the temperature and vertical velocity in terms of their 

width-averaged values and the local deviations therefrom, we have 

V=~ + V' 
Ta. Tw-+- T 1 

, but V w-o 

so that using &ynolds' rules of averaging, 

By analogy with the analysis of Teyler ( 25) , Elder ( 5) and 

Fischer (8) for longitudinal dispersion we assume 

(3.15) 

15 

where E = a width averaged convective vertical dispersion coefficient. 
C 

If we further assume that 

(3.16) 

which is valid as long as either &Ty or:~ does not vary appreciably 

with z, we then have from Eq~ 3.14, 

(3.17) 

from which we can define 

(3.18) 

as an overall vertical mixing coefficient. 

The boundary conditions for the flume can be expressed 

as: 
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y = d( surface): 

y = O(bottom): 

z = +W/2(sides): 

where• 

W = flume width (ft.) 

d = Flow depth (ft.) 

T . = air temperature (°F) 
air 

u, v, W s 0 

T8 = water surface temperature (°F) 

T = effective temperature near flume wall (°F) w 

T = effective temperature near flume bottom (°F) 
b 

K = overall coefficient of heat transfer for 
w flume wall (BTU/(sec.-rt. 2-°F)) 

~=overall coefficient of heat transfer for 
flume bottom (BTU/(sec.-ft. 2-°F)) 

If we insert Eqs. 3.18 and 3.21 into the width-averaged 

Eq. 3.17 we obtain, 

16 

(3. 20 ) 

(J . 21 ) 
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Computations indicated that heat losses thro1,;,gh the sides were 

small compared to the other heat loss terms, so that Eq. 3.22 

becomes 

Eq. 3.23 can now be integrated from Oto y, so that using the 

appropriate boundary condition we have 

17 

(3.23) 

(3.24a) 

or, 

ETy(y) = i ~u,=wdy + ~P(T;-Toir) 

yl) 
(3.24b) 

Notice that if the bed heat losses can be considered negligible, 

then the vertical heat transfer coefficient becomes 

(3.25) 

Eq. 3.25 was the working equation for the experimental 

determination of ETy. It is to be noted that this is the same 

equation that was used by Jobson (12,13) in his determination of 

the vertical mixing coefficient for neutrally buoyant dye. 

In the above discussion, the temperature can be taken 
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from any suitable datum. Ditmars (10) has shown that the equations 

can pe expressed in terms of excess heat using the ambient water 

temperature as the datum. However in our caije, since the variation 

in ambient temperature along the length of the flume was sometimes 

of nearly the same order of magnitude as the variation of excess 

~~mperature, the temperature was referenced to a constant datum of 

0°F :unless indicated otherwise. 

B. Vertical Heat Transfer Coefficient 

18 

To understand the significance of the vertical heat transfer 

coefficient ETy' consider the control volume depicted in Fig. 3.2. 

A two-dimensional control volume ABCD is portrayed with 

negligible heat loss assumed to occur through the sides. For flows wi t h 

verticei mixing the longitudinal heat flux increases from section AB 

to CD by an amount equal to the vertical flux of heat into the 

upper
1

,surface BC minus the vertical heat flux out of the bottom 

'surface AD. The heat transfer from the top is due to the turbulent 

diffusion and the secondary flow of the flowing stream. This is 

proportional to the width-averaged temperature gradient, where the 

coefficient of proportionality, ETy, has been designated the vertical 

heat transfer coefficient. 

For the limiting case of small Richardson numbers, when 

buoyancy effects are weak, it is reasonable to suppose that ETy should 

approach the vertical mass transfer coefficient, EMy' for a neutrally 

buoyant tracer, which was found by Jobson and S9¥re (13) to approxi­

mately equal the vertical momentum transfer coefficient EMoy· 
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S9¥re (22) and others have shown that in an open-channel flow with 

a linearly dist~ibuted turbulent shear stress, 

where u'v' = the covariance of the longitudinal and vertical 
turbulent velocity fluctuations. 

For a logarithmic velocity distribution 

(3.26) 

(3.27) 

substituting Eq. 3.27 into Eq. 3.26 leads to the parabolic distribu­

tion function 

(3.28) 

If we can assume Reynolds' analogy for well-mixed flows 

(3. 29) 

then Eqs. 3.28 and 3.29 give limiting relations for the case of 

weak buoyancy effects. In our experimental flume we had nearly two­

dimensional flow, so that using width-averaged values we obtain 

(3.30) 

and 

::a ~ (3.31) 
6 

for the limiting case of weak buoyancy effects. 

19 
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C. Bulk Mixing Coefficient 

If the case of a neutrally buoyant dye represents a limit­

ing case for thermal mixing, it should be possible to utili ze some 

of the results from previous mixing studies. If we apply assumptions 

necessary to reduce Eq. 3.23 to the classical diffusion equation, 

local velocities are replaced by average velocities and variable 

mixing coefficients are assumed to be constant so that we have 

20 

(3. 32) 

This equation has the same form as that for transverse 

mixing of a neutrally-buoyant substance in a one-dimensional stream 

where C = concentration. 

u~ ax (3.33) 

I Using Eq. 3.33 and the reflection principle at t he boundar-
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ies, S~re, as shown in Fig. 3.3, (23) has expressed the degree of 

transverse mixing Cmi /C as a function of dimensionless length n max 

downstream from a source located at one of the banks. 

In our experimental flume, values of (Tmax - T a.mb), 

(Tmin - Tamb), U, W, the width of the flume, and X, the distance down­

stream from the spreader, were known for measured cross sections, s o 

that by comparison with the above analysis, the determination of a 

bulk vertical mixing coefficient Ky is possible. It should be noted 

that using the analogy of transverse mixing for a neutrally buoyant 

dye suggests that the parameter Ky will only be directly applicable 
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to the well-mixed case. Stratified or partially-stratified flows 

would not be expected to conform to this analogy. Also, use of the 

reflect.ion formula implies that :~ = 0 at the boundaries, and while 

this is not strictly true when there is heat loss, it is a reasonable 

approximation for the cases where rapid mixing occurs. 

D. Richardson Number 

In order to express the tendency for vertical mixing to 

occur at a point, a local parameter that is often used is the 

Richardson number 

22 

(3.34) 

The significance of the Richardson number is that it is 

proportional to the density gradient, which represents the tendency 

to dampen vertical turbulence, and inversely proportional to the 

square of the velocity gradient which is an indicator of the tendency 

to generate turbulence. More specit'1cally Harleman (9) has shown t hat 

the time rate of increase of potential energy per unit volume is 

<a" E_y t (3.35) 

where 

and if it can be assumed that this energy increase is supplied from 

the mean horizontal motion U, then the rate at which kinetic energy 

is lost from the mean motion per unit volume is given as 
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(3.37) 

where 

(3.38) 

The Richardson number is then the ratio of the time rate 

of increase of potential energy per unit volume (Eq. 3.35) divided by 

the rate at which kinetic energy is lost from the mean motion per 

unit volume (Eq. 3.37). Thus at high values · of R. the flow tends to 
J. 

become stratified, whereas at low values of Ri turbulent mixing tends 

to occur. 

E. Densimetric Froude Number 

From the definition of the Richardson number, an overall 

mixing parameter for a cross section located at X can be formulated 

as follows 

(3.39) 

or 

(3.40) 

Therefore a gross Richardson number for the cross section 

is equal to the inverse of the square of the gross densimetric Froude 

num~er, FDX' where ~Px = difference between the density pb &t the bot­

tom (n = .08) and top (n = .96) for the cross section at X. 

23 
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While FDX is a useful parameter of the mixing tendency at 

any cross section, a parameter that de::icribes the initial mixing ten­

dency for a given experiment is the initial densimetric Froude number, 

F co = ~u::;:=:;:::== 
V'id ~ 

(3.41) 

where lip= density difference between the ambient and effluent fluids. 

Notice that Eq. 3.41 is a densimetric Froude number related 

to the total flow rather than merely being a source densimetric Froude 

number related only to the heated effluent. Thus while F00 character~ 

izes the flow initially in its tendency to mix, FDX is a parameter 

that can be applied to any subsequent cross section. 

.F. Equation of Motion 

The Reynolds-averaged equation of motion for turbulent flow 

with variable-density can be written, 

where Fi= body force in the i'th direction 

p = pressure 

µ = dynamic viscosity 

(3.42) 

and the quantities with bars are time-averaged to eliminate turbulent 

fluctuations. 

The equation of motion, which deals directly with forces and 

their resulting motion, can be used to investigate the influence of 

24 
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density gradients upon the velocity field. The following analysis 

closely parallels that of Ellison and Turner (7) for a rectangular 

conduit ,, A key assumptio,n of theirs, which is, also used here, is that 

the density gradient does not affect EMO' so that the parabolic distri­

bution of ~O applies. If also the Boussinesq approximation is made, 

in which small changes in fluid density are assumed not to affect the 

inertia of a fluid element so that p = p = constant in the inertia 
a 

terms, but do affect the submerged weight of the fluid, then the two-

dimensional equation for steaey uniform flow in the x-direction reduces 

to 

(3.43) 

For the idealized case where the density decreases linearly from p 
a 

at the bottom to( pa - tip) at the surface, so that 

(3.44) 

integrating Eq. 3.43 with respect toy yields, 

(3.45) 

where c1 = a constant of integration. The boundary conditions at 

du 
y = O, u'v' = 0 andµ dy = (-r::,cy.)o yield c1 = T

0
• Also, by definition 

-- du u'v' = -EMO dy so that Eq. 3.45 becomes 

(3.46) 
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For turbulent flow, away from the boundaries v << ~O' and also 

(-r JC)),.} o -- 2 u• = gSd so that Eq. 3.46 becomes 
Pa 

Eq. 3.47 upon integration yields a velocity distribution of the 

form 

(3.47) 

(3.48) 

Eq. 3.48 indicates that as~ increases there will be a 
Pa 

. tendency for the velocities in the upper depths to increase slightly, 

with a corresponding decrease in the lower depth velocities. This 

phenomenon will be most noticeable in flows where~ is large and the 
Pa 

average velocity is relatively low. 

26 

The above analysis is only a preliminary investigation of 

the modification of the velocity profile by the density gradient. The 

mathematical. model presented is a very simple one and three-dimensional 

effects have been ignored. It is interesting to compare the above 

results with those of Monin ,and Obukov as reported by Turner (27). 

They considered the atmospheric boundary layer, and using the energy 

equation for turbulent flow they determined that for the stable case 

the velocities in the upper heights would al.so tend to increase. 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

Chapter IV 

DESCRIPTION OF APPARATUS AND EXPERIMENTS 

A. Experimental Apparatus 

Figs. 4.1 and 4.2 present overall views of the experimental 

apparatus which was located on the second and third floors of the 

Iowa Institute of Hydraulic Research. The main components consisted 

of the experimental flume, the hot water system, the temperature 

measuring system and the velocity measuring equipment. These are 

described in some detail below. 

1. EXl)erimental Flume: The flume is 85 ft. long, 2. 5 ft. 

wide, and has 10-in.-high side walls. The side walls are made of 

1/4-in.-thick glass, as is the bottom. overlaying the glass bottom 

27 

was another 1/4 in. plate of glass, which was coated with closely packed 

gravel fixed to the glass with epoxy paint. The gravel was sifted 

between sieves having openings of 0.223 in. and 0.265 in. and thus had 

a geom~tric mean diameter of 0.243 in. The suspension system support­

ing the flume is equipped with a motor drive that ennables it to be 

set at any desired slope between +0.03 and -0.0013. 

The flow depth could not be considered as the distance 

from the water surface to the top iof the glass, but was somewhat less 

because of the presence of the gravel leyer. To determine the depth 

correction ~d, the effective roughness height k was calculated using 
s 
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standard logarithmic resistance and velocity distribution laws and 

hydraulic parameters measured in uniform flows. The gravel bottom was 

treated as a rough boundary and the side walls as a hydrodynamically 

smooth boundary. Computations were made for different values of 6d 

and the computed values of k for each trial we·re compared with the 
s 

actual particle size, which was assumed to be ks= n
75

• In this 

manner a depth correction of ~d = 0.017 ft. was established. 

Flow into the head tank is regulated by four valves 

situated in parallel lines,their sizes being 12 in., 6 in., 3 in., 

and 1 in. A 90° vee-notch weir located in the head tank measured the 

ambient flow discharge. A tailgate for adjusting the flow depth is 

located at the downstream end of the flume. 

2. Hot Water System: Hot water was provided by four 

75,000 BTU/hr. natural-gas heaters connected in parallel. When 

greater amounts of heat were required, these heaters could be coupled 

with five additional heaters of the same type located on the first 

floor. Near the flume head tank the hot-water flow was mixed with 

the cold water at a tee-joint. The mixed flow was measured- by one of 

two flow metering devices, either a 1-in. venturi meter located in 

the main 2-in. pipeline or a 0.4-in. orifice meter located in a 

parallel 1-in. pipeline. The water next passed to a manifold header 

pipe, located immediately above and at right angles to the flume. The 

manifold had an internal deflecting baffle plate and five outlets. 

Each outlet was equipped with its own regulating valve and orifice 

meter to ensure a uniform distribution of heated effluent flow across 

SJA'E US RY COM V1 ISSION OF 10 A 
Historical Bullding 
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Fig . 4 . 2 . Experimental Flume. 

Fig. 4. 3. Hot Water Manifold and Spreader . 

Fig . 4 . 4 . Mobile Thermistors . 
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the flume. Finally the heated water passed via flexible rubber hoses 

to a spreader located at the flume water surface. The spreader was 

filled with a plastic gauze-like material and was subdivided into 

five sections. The bottom of the spreader sloped gradually into the 

water surface, and the entire spreader could be raised and lowered so 

that different entrance conditions could be obtained (Fig. 4.3). 

3. Temperature Measuring System: The twelve thermistors 

used to record temperatures were of type 44004 manufactured by Yellow 

Springs Instrument Company. One thermistor recorded the upstre8Jll 

ambient temperature, another recorded the heated effluent temperature 

in the manifold and the remaining ten thermistors were located on a 

mobile carriage which was capable of traversing the entire length of 

the flume. The ten thermistors were arranged as a horizontal rake, 

with the units positioned at the mid points of ten equal increments of 

flume width (Fig. 4.4). 
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All twelve thermistors were connected to a 12-channel 

electronic thermistor resistance indicator interfaced with the Insti­

tute's IBM 1801 Data Acquisition System. Each thermistor was incorpor­

ated as one resistor of a Wheatstone bridge, the bridge output voltage 

being -5 mv. to +5 mv. All ~f the bridges were supplied by a common 

5-volt power supply, and the output from each bridge was fed to a 

reley- multiplexer which time-shared a differential amplifier having a 

voltage gain of 500. The multiplexer and amplifier are integral parts 

of the IBM 1801 Data Acquisition System. The temperature-measuring 

system had a resolution of about 0.02°F and a time constant of about 
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0.7 second. Fig. 4.5 is a schematic drawing illustrating the resistance 

and thermistor-computer interface circuits. Each of the thermistors 

was connected to one of twelve multiplexer terminals. 

Calibration of the thermistors was achieved by placing the 

thermistors in an insulated calibration box which was filled with 

water at the desired temperature. The water was maintained at a uni­

form temperature by constant stirring while readings were taken. Two 

precision thermometers with a resolution of .02 °F were located in the 

insulated calibration box. Thermistor readings were taken over an 

e.veragj_ng period of 90 secs. during which time each thermometer was 

read three times. For each temperature measured, the voltage output 

from the thermistor circuit could be compared with the temperature ob­

tained from the thermometers. This data was then put in a least-squares 

fitting program and a second-degree polynomial calibration curve was 

computed for each thermistor. The coefficients of the calibration 

curves were then stored on disk for subsequent use during experimental 

runs. These curves gave excellent agreement when checked with the 

computer output from known temperature sources. The thermistors were 

calibrated at the beginning of the experimental program and checked 

once more during the progress of the tests. Prior to each experimental 

run a one-point calibration was in effect made by measuring the temper­

ature of the ambient flow close to the bottom. 

4. Velocity Measuring Equipment: A Prandtl-type Pitot tube 

with a 1/16 in. outside diameter was used to measure velocities. The 

stagnation and static pressures were coupled by a water-air interface 
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Fiaure 4.5: Circuitry for Thermistor-Computer Interface. 
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Figure 4.6: Block Diqr8111 of Velocity Measuring System . 
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Fig. 4. 7. Prandtl-type Pitot Tube. 

Fig . 4.8. Electronic Velocity Measuring Equipment . 

---
----------

Fig . 4.9. Velocity Calibration Tank . 
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to a Statham pressure cell, Model PM5-TC, with a maximum range of 

.:!:. 0.15 psi. The pressure output was amplified by a Dana differential 

amplifier, Model 2850, and then connected to the analog-to-frequency 

converter, in a Model Old Gold hot-wire anemometer, manufactured by the 

Hubbard Instrwnent Company. The output of the converter was connected 

to an electronic counter, manufactured by the Computer Measurements 

Company (Model 603A), which provided a digital display proportional to 

pressure. A block diagram of the velocity measuring system is shown 

in Fig. 4.6, and Figs. 4.7 and 4.8 show the equipment in more detail. 

The water-air interface joining the pitot tube with the 

pressure transducer was the source of some difficulties. The pressure 

difference in the air columns was very sensitive to temperature differ­

ences, so that the transducer and air columns had to be well insulated. 

Also the zero reading tended to vary slowly with time, most likely 

due to gas transfer across the air-water interface. Because of this, 

the velocity measuring equipment had to have its zero reading checked 

at frequent intervals. 

Calibration of the velocity measuring system was conducted 

in a special calibration tank shown in Fig. 4.9. This consisted of an 

enclosed head tank from which water issued through a standard ISA flow 

nozzle. Nozzles of 1-in. and 2-in. diameter were used. The velocity 

was found to be essentially uniform across these nozzles. Inlet flow 

from the constant storage tank was regulated by a valve and the outlet 

flow was measured volumetrically using a 2000-ml. graduated cylinder 

and a stopwatch. The pitot tube was located just downstream from the 
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"A" . AVERAGE VELOCITY ' "B" SURFACE VELOCITY 

Longitudinal Cross Sec.+ions Through 
the Spreader arc Shown. 

"C" CRITICAL VELOCITY 
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Fiaure 4.10: Entrance Conditi~ns. 
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measuring nozzle and was connected to the pressure transducer and 

accompanying electronic instrumentation in the same way as in the exper­

imental runs. Good reliability could be achieved with velocities of 

0.3 f.p.s. and greater, but as the velocity approached 0.1 f.p.s., 

errors approached!. 10%. For this reason no velocity readings in flows 

with an average velocity of less than 0.3 f.p.s. were taken. 

B. Experimental Procedures 

1. Basic Experimental Parameters: A total of 44 experimen­

tal test runs was conducted. Average flow velocities ranged from 0.1 

f.p.s. to 1.5 f.p.s., while the temperature difference between the 

hot and cold water varied from 5 to 25 °F. Most runs were conducted 

at a depth of 0.25 ft., though for some runs the depth was 0.50 ft. 

The most frequently used discharge ratio (Q effluent/Q total) was 1/10 

and for most of the runs the heated effluent was introduced into the 

flume at the average velocity of the ambient flow. Table A.l in 

Appendix A lists the basic parameters for all the experimental runs. 

The various entrance conditions are depicted schematically in Fig. 4.10. 

2. Temperature Measurements: A computer program which 

governed the operation of the computer during the experimental runs 

was written and stored on disk. The program could be initiated and 

terminated from switches located near the flume so that computer 

operation was completely remote controlled. The thermistor signals 

were each sampled in rotation about 7 times per second with a running 

sum kept over a period of 60 seconds. Upon termination of the sampling 

period, the sum of the signals for each probe was divided to give an 
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average value and converted to temperatures by the computer, using 

probe calibration data stored on disk. In addition the temperature 

differences between heated and ambient flows (6T), normalized tempera-
~T 

tures (T• = 6~b), and the average of the ten mobile-thermistor 

temperatures (Tw) were calculated. This data was then stored on disk. 

At the end of an experimental run, this stored data was punched on 

cards in a format suitable for further computation and processing by 

the IBM 360/65 System at the University Computer Center. 

For each experimental run temperature measurements were 

taken at from 4 to 8 cross sections downstream from the spreader loca­

tion. The number and spacing of the cross sections were determined 

according to the rate of miJdng taking place. At each cross section, 

temperature readings were taken from the top downwards, at vertical 

locations n = .96, .86, .76, .66, .46, .26 and .08, where n = y/d 

the normalized distance from the bottom. At the uppermost position . 

the thermistors were barely submerged. The last position was the 

lowest possible, in light of the presence of the gravel bottom. The 

thermistors were more concentrated in the upper half of the flow due 

to the greater temperature gradient there. 

3. Environmental Measurements: Dry bulb and wet bulb 

temperature readings in the surrounding air environment were taken 

before and after each experimental run. The instrument used was a 

12 in. sling psychrometer with two thermometers graduated in degrees 
I 

Fahrenheit. For some of the later runs, psychrometer readings were 

also taken in the air mass above the water surface between the flume 

walls. 
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4. Velocity Measurements: For selected flows, velocity 

readings were ta.ken across the entire cross section in the reaches 

where mixing was occurring. Velocity readings were also tal.cen of the 

ambient flow for the same selected flow conditions. In addition, for 

some flow conditions, velocity profiles were ta.ken at selected trans­

verse positions at intervals along the flume. In all instances 

velocity measurements were ta.ken at locations where temperature read­

ings had been taken. A brief tabulation of the velocity measurements 

which were ta.ken is shown in Table A.2. 
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Chapter V 

PRESENTATION AND REDUCTION OF DATA 

This chapter presents the results of the experimental tests. 

The data is mainly presented in graphical and tabular form, in prepara­

tion for the more detailed and integrated analysis and discussion in 

Chapter VI. 

A. Bulk Flow Properties 

The previous chapter described the governing paremeters for 

each experimental test run. In addition, there are some derived 

parameters that are presented in Table A.3 of Appendix A and are briefly 

described below. In Table A.3 each experimental run is described by 

the code designation 

where V 

d 

u 

V / d-U / ~ot - tiT / ENTRY 
Qeff 

= vertical mixing 

= depth of flow in hundredths of a foot. 

= average velocity in tenths of a foot per second 

Qt
0
/Q·eff = ratio of total discharge to effluent discharge 

tiT = temperature difference between heated effluent flow 

ENTRY 

and ambient flow in °F 

= letter designation for the entrance condition (see 
Fig. 4.10). 
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In Table A.3 all the A and B - entry runs are also designated by 

symbols which are used in some of the subsequent graphs,· 

A sidewall correction procedure, as outlined :Ln Ref. 15, 

was applied to the measured depth and resulted in an effective depth 

rb. This depth gave good agreement with Jobson's (12) results on 

vertical diffusivity for neutrally buoyant dye, which served as a 

limiting case for well mixed flows, and thus rb was used in the 

subsequent analysis. 
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The shear velocity at the bed was computed using the relation 

where S = slope of the energy gradient. 

The Reynolds number of each flow was computed as follows 

RN - 4UR (5.2) 
V 

where R = hydraulic radius and v = kinematic viscosity 

Although all of the experimental runs were in the fully 

rough zone as depicted in Fig. 5.1 according to the commonly accepted 

criterion u*ks/v > 100, the resistance coefficient still appears to be 

somewhat dependent on the Reynolds number. However, for practical 

purposes, all flows can be considered to be in the fully rough regime. 

B. Velocity Distribution 

For some selected typical runs, as noted in Table A.2, 

Appendix A, velocity readings were taken. Ambient velocities were 

recorded as well as velocities with the heated effluent present. In 

this section a velocity correction procedure is described after which 

the velocity distribution in the ambient flow is considered, and 
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By plotting u vs. ln. n and obtaining a straight line approximation by 

linear regression, a value of K, the Von Karman turbulence coefficient, 

could be determined from the slope of the line. In this way K values 

were obtained .from measured velocity profiles. A representative 

value of K for the cross section was taken as the average K value for 

the middle 8/10 of the flow. It will be noted that the K value 

increases as the velocity decreases and/or the depth increases. This 

phenomenon was accompanied by a progressive increase in the influence 

of the sidewalls. The increase in the value of K was likely due to the 

thicker sidewall boundary layer as the velocity decreased and the depth 

increased. The logarithmic velocity profile (Eq. 5.4) was plotted for 

each measured ambient flow in Fig. 5.2. These represented width­

averaged values and were thus slightzy smaller in magnitude than the 

middle 8/10 averaged values, because of the retarding effect of the 

sidewalls. Note that except for the case of depth= 0.5 ft., the shape 

of the velocity profile in the middle 8/10 of the flow closely approxi­

mated the logarithmic profile. 

3. Secondary Circulation in the Ambient Flow: A distinct 

pattern of secondary circulation was indicated by the velocity 

distribution measurements in the ambient flow. Isovels drawn at cross 

sections indicated the presence of vertical components of secondary 

currents, since vertical secondary currents tend to either displace 

low velocity fluid upward or high velocity fluid downward. The isovel 

patterns shown in Fig. 5.3 show the helical flow patterns that existed 

in three of the ambient flows. Notice that for a depth of 0.25 ft. 8 
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cells are present, whereas for a depth of 0.5 ft. 4 cells are present. 

The cells tend. to assume an approximately circular cross section. 

4. Influence of the Density Gradient on the Velocity 

Distribution: The density gradient alters both the longitudinal 

velocity profiles and the secondary current pattern. These two effects 

are described below. 

(a) Buoyancy Effects: As predicted in the preliminary 

analysis of Chapter III, the presence of a density gradient should 

increase the velocities in the upper part of the flow. This phenome­

non was indeed observed and was found to be most pronounced for 

combinations of high temperature differences and low velocity flows. 

Fig. 5.4 shows the velocity profiles along the flume centerline for 

three such flows. The dashed lines represent the ambient-flow velocity 

profiles. 

The modification of velocity profiles by buoyancy effects 

occurred in progressive stages along the flume. Careful inspection of 

Fig. 5.4 reveals the influence of the entrance condition on the 

velocity profile near the spreader. Since the effluent flow entered 

at the average ambient velocity which was somewhat less than the sur­

face velocity, a retarding effect persisted for a short distance 

downstream from the point of entry. More will be said about the 

influence of entry conditions in a later section. Also at the higher 

mixing rates, the upper layer of heated water is increasingly mixed 

into the ambient flow as one proceeds downstream. This decreases the 

density gradient and the velocity then reverts back to the logarithmic 

form as the cause for the difference is removed. Finally, since only 
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centerline velocity profiles have been presented, the more complex, 

three-dimensional aspects of this phenomenon are not evi dent. 

(b) Secondary Circulation: The presence of a well defined 

secondary circulation pattern in the ambient flow was previously 

described. Fig. 5.5 shows the alteration in secondary currents when 

1/10 of the discharge is heated 25 °F higher than the ambient temper­

ature and introduced at the surface. It had been anticipated that a 

vertical density gradient would reduce the vertical turbulent 

diffusion. Fig. 5.5 indicates that the secondary flow is also damped, 

probably because of the barrier to vertical mass transport 

presented by the density gradient. 

5. Influence of the Secondary Circulation on Transverse 

Temperature Distributions: When the secondary current is strong and 

the temperature gradient not too large, it is possible for the 

secondary circulation to alter the temperature field in the flume. 
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The downward movement of the helices tends to move lighter, warmer 

fluid into the lower depths, while the upward movement carries the 

denser, colder fluid upwards. This modifies the trans,rerse temperature 

distribution as shown in Fig. 5.6. 

C. Temperature Distribution 

In Chapter IV the procedure whereby thermistor readings were 

averaged, stored on disk and punched out on cards was described. The 

normalized temperature profiles for each experimental run were then 

plotted by computer. Fig. 5.7 shows temperature profiles for some 

typical flow conditions. The tendency for the vertical mixing to be 
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increasingly inhibited as the density gradient increased can be 

seen clearly. As the flow conditions approached the strat ified state 

(F00 : 1.0), the mixing became minimal and in fact the major contri­

butor to the change in temperature profiles was cooling at the surface. 

However, as the density gradient was reduced (F
00 

increases), the 

mixing became more rapid and a fully mixed condition was easily 

attained within the length of the flume. 

Although there is a continuum of changing characteristics 

from stratified to rapidly mixing flows, for improved clarity in 

description, a somewhat arbitrary subdivision is employed in this 

thesis as follows. 

Table 5.1: Flow Designations. 

Initial Densimetric Froude 
Number Range 

F
00 

< 1 

F
00 

< l. 6 1 < 

1.6 < FOO < 4.0 

4.o < F 
IX) 

Flow Designation 

Stratified 

Stratified with Partial 
Mixing 
Moderat e Mixing 

Rapid Mixing 

The photographs in Fig. 5.8 show a representative flow in 

each of the above designations. 

D. Richardson Number Determination 

The parameter most influenced by the variation of the velocity 

distribution from the logarithmic profile was the local Richardson number, 

Ri. Fbr cross sections where complete velocity measurements were taken, R1 
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Fig. 5. 8. Representative Mixing Conditions. 

53 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

was coffiputed using both the logarithmic velocity profile and the 

average of the central 8 velocity readings. By using the width­

averaged density and velocity gradients, Ri was computed from 

( 5. 5) 

Typical results from some selected experimental runs are given in 

Fig. 5.9. This parameter is very sensitive to changes in velocity 

gradient. This extreme sensitivity, especially in flows with high 

density gradients, mitigated against its use as a practical parameter 

in these studies. 

E. Effect of Entrance Conditions 

Since this study was focused upon the far-field or passive 

diffusion region, the effect of entrance conditions was not of primary 

concern. It had been anticipated that the rate of vertical mixing 

would become independent of slight differences in entrance conditions 

a short distance downstream from the spreader. Beyond this initial 

mixing region, it was expected that the mixing would depend only on 

the properties of the ambient flow, the density difference between the 

upper and lower layers and perhaps the discharge ratio Qtot/Qerr· 

This was found to be true for moderately and rapidly mixing flows, but 

as the velocities became smaller and/or the degree of stratification 

increased, entrance conditions were found to have profound effects on 

the mixing processes and the velocity distribution. 

1. Initial Mixing: _ Variations in entrance conditions were 
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achieved by raising or lowering the spreader. By varying the thickness 

of the sheet of heated effluent, the average effluent velocity could 

be controlled. At the low-velocity flows, the depth to which the 

spreader was set had a critical influence on the mixing processes. 

Fig. 5.10 illustrates three markedly different mixing conditions that 

were obtained simply by varying slightly the vertical location of the 

spreader at the same flow condition. Photographs for the same three 

runs showing the heated effluent mixed with dye to make the mixing 

process visible are presented in Fig. 5.11. 

The mixing process with entrance condition C was much 

faster than that predicted by passive diffusion theory. What we had 

here was essentially a turbulent momentum jet phenomenon. As Silber­

man (23) has noted, water flowing from a warm water canal with a 

small density difference can be considered a half-jet with a plane of 

symmetry at the free surface. Temperature then becomes merely a 

marker of the water emitted from the canal. Abramovitch (1) discusses 

the phenomenon of turbulent jets of incompressible fluid in a co­

flowing external stream. Data presented graphically by him yields a 

value of X z 2.3 ft. from the spreader as the distance at which the 

warm water marker should reach the bottom. Actually the temperature 

profiles indicate that the warm water reached the bottom between 1.5 

and 2.0 ft. downstream from the spreader. This seems to be reason­

able agreement considering that the jet likely had a small downward 

velocity component at the spreader exit and that Abramovitch's 

graphical relationship was extrapolated. 
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The phenomenon of the inverted internal hydraulic jump has 

been discussed in detail by Yih and Guba (30), Stefan and Hayakawa 
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(24) and Koh and Fan (16). For conditions between that of the momentum 

jet and stratified flow an inverted hydraulic jump mey occur. In this 

case, the heated plume gradually increases in thickness up to a criti­

cal cross section after "hich the rate of increase of the thickness 

of the warm layer is greatly reduced. The second flow condition in 

Figa. 5.10 and 5.11 depicts an inverted hyaraulic jump. 

The third flow condition of Fig. 5.10 shows that by further 

lowering the spreader, a nearly stratified flow can be achieved. The 

influence of the entrance condition on mixing will not be pursued 

further here except to note that in the design of cooling canals the 

entrance condition can be critical in determining the kind of mixing 

that will occur. 

2. Velocity Distribution: In most of the exper iment s the 

effluent flow was introduced at the average velocity of the ambient 

flow. This introduced a slight velocity retardation at the surface 

which persisted for a short distance downstream. However in most 

cases that were measured, momentum transfer from the ambient flow soon 

accelerated the effluent flow up to the normal surface velocity. As 

the degree of stratification increased however, differences in momentum 

between the effluent and the ambient tended to persist farther down­

stream., since the mixing process was then limited to a narrower 

interfacial zone. Fig. 5.12 shows typical velocity profiles at the 

centerline and near the sidewall for relatively stratified flows with 
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entrance conditions A and B. The dashed lines representing undisturbed 

velocity profiles are shown for reference. 

Some indication is given here of the three-dimensional 

nature of this phenomenon. The acceleration of the upper-layer flow 

near the center tends to be compensated by the retardation near the 

sidewalls. At the sidewalls the injected effluent flow disrupts the 

sidewall boundary layer near the surface which had developed further 

upstream. Downstream from the spreader a new sidewall boundary layer 

slowly develops in the upper portion of the flow. 

To depict the general shape of the average velocity profile, 

the von Karman turbulence coefficient, K, can be determined and its 

variation plotted along the flume length. This presents a rather crude 

indicator of the velocity profiles since K is usually only defined 

for logarithmic profiles. Fig. 5.13 shows the values of K for the 

two flow conditions depicted in Fig. 5.12. From these two figures 

we note that the rate of alteration of velocity profiles is the same 

for both runs, but that the difference in entrance conditions causes 

an initial distortion in the velocity profiles that persists downstream. 

3. Temperature Distribution: Previously in Fig. 5.7 

comparative temperature pr~files for entrance conditions A and B were 

shown for 3 selected runs. The faster effluent flow of the B entrance 

condition results in slightly faster initial mixing. After the 

initial mixing is completed, the mixing then occurs at an equal rate 

for both entrance conditions, as evidenced by the constant downstream 

displacement of the temperature profiles. 

The above differences in velocity and temperature profiles 
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due to entrance conditions are of more academic than practical interest, 

for it will be shown later that their effect on the verti cal mixing 

coefficient is not significant. The same can be said of the discharge . 

ratio. Within the range of values tested, Qeff/Qtot = 1/5 to 1/25, 

no significant variations in the rate of vertical mixing were noted. 

F. Heat Losses 

Heat losses from the flume occurred during the experimental 

tests. In order to carry out the subsequent analysis, it is necessary 

to know the heat transfer rates at the boundaries. 

1. Environmental Conditions: Table A.4 summarizes the 

environmental measurements taken during the experimental runs. The 

range of air temperatures was 69.8 - 77.5 °F, and of relative 

humidity 5~ - 84.5 %. The equilibrium temperature, which represents 

the temperature toward which the cooling water tends, varied from 

65.5 - 72.1 °F. Equilibrium temperature values were determined using 

the tables derived by Ryan and Stolzenbach (10). The difference 

between the temperature of the ambient flow and the equilibrium 

temperature gives an indication of the cooling rate of the ambient 

water. The range of values for Tamb - TE was 3.79°F - 15.74°F. For 

some of the later runs psychrometric readings were also taken directly 

above the flume water surface. These temperature readings are not 

recorded on Table A.4, but it was found that on the average the dry 

bulb temperature was 4°F higher and the wet bulb temperature 3°F 

higher than the corresponding temperatures outside the flume walls. 

This resulted in approximately equal values of relative humidity 
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within the flume walls and outside. Interestingly enough there was at 

most only a 1°F air temperature difference along the entire flume 

length from spreader to tailgate. A warm moist layer of air was 

apparently moved along by the flowing water and effectively contained 

between the flume walls as it slowly rose. 

2. Amount of Heat Loss: The heat loss up to a given cross 

section can be determined by 

Heat Loss =[ Qeff (Teff -Te) - W id(Tw-TE) U d_y} pa.Cp 
0 

( 5. 6) 

Table A.4 gives the normalized heat loss for each run measured at the 

cross section farthest downstream. These heat losses are expressed 

in percent of the heat flux at the spreader using the equilibrium 

temperature as datum. The effluent heat flux was measured at the same 

time a.s the cross sectional heat flux was measured. The heat losses 

in Table A.4 represent not only losses from the excess heat flux but 

also 1osses from the ambient flow. The losses from the ambient flow 

vary from run to run, being a function of the temperature difference 

Tamb - TE and K, the surface heat loss coefficient. 

The heat losses recorded in Table A.4 were calculated using 

logarithmic velocity profiles and a constant value of K = o.42. It 

was found that the change in computed heat losses was very small if the 

measured velocities were used instead. For example, the difference in 

percentage heat loss using log . velocity profiles and measured veloci­

ties was about 0.1% for runs V/25-3/10-5/A, V/25-3/10-15/A and 

V/25-3/10-25/A. For the stratified case, V/50-3/10-25/A, the 
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difference in total heat lor; s was about o.8% 

Fig. 5.14 shows the heat loss curves for five selected 

runs. Notice that for the rapidly mixing flows most of the cooling 

occurs near the spreader, after which the rate of cooling decreases 

as the flow becomes mixed. As the degree of stratification increases, 

the cooling tends to continue along the entire length of the flume. 

Also the amount of cooling is greater with the stratified flows, 

since in this case high surface heat losses can occur over a greater 

length of the flume and, with the lower velocity, more time is 

available for cooling. 

The heat loss curves depicted in Fig. 5.14 are for the 

experimental runs that were later selected for checking the downstream 

temperature profiles predicted by mathematical modeling. For these 

runs, a smooth heat loss curve was drawn through the experimental 

points. The heat loss curves had to be modified in the region near 

the spreader·, since the rectangular integration procedure used in 
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Eq. 5. 6 tended to give values of the heat flux that were too large in 

this region. The main reason for this was that the temperature profile 

from n = .96 to the surface was unknown and thus an extrapolation of 

the temperature profile curve was used. This can cause significant 

error when the temperature gradient is large as,for example, near the 

spreader. However, the integration procedure became more precise as 

mixing occurred along the flume. 

3. Heat Loss Model: .An attempt was made to represent 

the heat loss completely by a mathematical model for the experimental 
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flume. Eventually it was decided to modify this attempt because (1) 

the heat loss mechanisms throughout the flume length wer e found to 

be considerably more complex than first anticipated and (2) there was 

inadequate monitoring of environmental conditions to enable a detailed 

heat loss model to be verified. There were indications of high heat 

losses in the region of the spreader. Also the flume walls inhibited 

the free movement of convective air and tended to trap a warm layer 

of moist air above the water surface. Time and space variations jn 

air temperature and humidity were also more important than was 

originally anticipated. 

However, certain insights into the heat loss mechanisms 

were achieved. The rate of heat loss through the glass sidewalls was 

determined to be negligible compared to the total heat loss rate. It 

then remained to allocate the total heat loss between the bottom and 

the water surface. Measurements of heat losses from the ambient flow 

in a companion investigation, "Transverse Mixing of Heated Effluents 

in Open Channel Flow" by T.P. Yeh (29) clearly indicated that mos t 

of the heat loss occurred across the water surface. Temperature pro­

files down the flume were measured for two conditions of ambient 

flow. Prior to the tests the ambient water was heated so as to be 

appreciably warmer than the surrounding air. Fig. 5.15 shows a 

typical width-averaged temperature profile from each of the runs. 

The temperature profiles suggest the relative amounts of 

cooling occurring at the water surface and at the bottom. The heat 

transfer across a horizontal plane can be expressed as 
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The flowing ambient stream represents a well mixed case, and it will 

be shown later that in this case E'l'y approaches the theoretical para­

bolic distribution for mass transfer. The heat flows through the two 

horizontal planes depicted in Fig. 5.15 will represent the bottom and 

water surface heat losses. In both cases the flux can be expressed in 

terms of Eq. 5.7 and the two values of E'l'y should be relatively small 

and approximately equal. The fact that the temperature gradient is 

much larger near the water surface than near the bed clearly indicates 

that most of the heat loss occurs through the water surface. 

A more detailed analysis of the heat losses ·was conducted 
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by T.P. Yeh (29). He considered the heat balance for two control 

volumes, one for the upper half and the other for the lower half of 

the flow. He determined the ratio of the heat fluxes through the 

water surface and through the bottom to be ~s/~b = 5. Average values 

of the heat exchange coefficient for the water surface and the bottom 

were found to be K - 3 5 BTU 
- • ft 2 h °F • - r.-

and ¾ • 0.5 -. 2 h oF J. .'-'• - r.-
BTU 
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The value of the surface heat exchange coefficient compares favorably 

with the values given in the table by Ryan and Stolzenbach (10). They 

also compare wei1 with the experimental values listed in Fig. 5.14 

which were computed using Eq. 2.5 over a reach of the flume sufficient­

ly far downstream from the spreader so that the rate of change of the 

water-surface temperature was moderate. The above analysis shows 

that surface heat losses tend to predominate in the flume. This 

tendency would be accentuated further in the experimental runs where 

the heated effluent was introduced at the surface. 

As stated previously, it was not possible to obtain a complete 

mathematical heat-loss model for the entire flow. However a model was 

derived to determine the proportion of the total heat that was lost 

from the ambient-temperature flow. For this simpler case, the ambient 

water temperature can be considered to vary only as a function of X. 

For the steady state case, the rate of change of ambient temperature 

(Tamb) along the flume length can then be expressed as 
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(5.8) 

This differential equation yields the solution 

-6,X e,x) 
Tamb (X) ::i. Tamb(o) e +Cc (I- e-

Co 

where Tamb(o) = the average ambient temperature for the experimental 
run, measured upstream from the spreader. 
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(5.10) 

(5.11) 

and the other symbols are as defined in Chapter III. 

Using Eq. 5.9 the proportion of the total heat that was 

lost from the ambient flow was computed and tabulated on Fig. 5.14. 

Notice that for the run with the lowest heat flux (V/25-3/10-5/A), the 

heat loss from the ambient flow exceeds that from the excess heat flux. 

The unusually high ambient loss from the 0.5 ft. depth flow 

(V/50-3/10-25/A) resulted from a high ambient water temperature and 

the low air temperature and humidity present for that run. 

The ambient heat losses were calculated with surface heat 

exchange coefficients corresponding to ambient water temperatures. 

Also the air temperature used was that measured outside of the flume. 

In the experimental run however the water surface temperature was 

higher than the ambient temperature and a warm body of air lay on top 

of the water surface. For these reasons the values of ambient flow 



I 
I 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

70 

heat loss listed in Fig. 5.14 should be considered as estimates rather 

than exact determinations. 

The values of excess heat loss tabulated on Fig. 5.14 were 

computed using the relationship, 

Total Loss-Ambient Loss 
Qeff•(Teff-Tamb)•pa.cp 

X 100 = Loss of Excess Heat 
Input Excess Heat X 100 

where total heat loss is defined by Eq. 5.6 and Ambient Loss= 

G. Determination of Mixing Parameters 

The main point of interest in this investigation is the rate 

of vertical mixing of the heated effluent and the factors that affect 

it. In this section three measures of the rate of mixing are presented 

in order of increasing sophistication. 

1. Dimensionless Mixing Length: A simple measure of the 

rate of mixing is the distance downstream from the spreader at which 

the normalized temperature difference between the top and bottom 

reaches a specified value. The specified value was 

Ttoe - T bot = 0.2 
Tx -Tomb 

(5.12) 

where T = average temperature for the cross section weighted by area. 
X 

This specification was chosen to represent a reasonably 

well-mixed condition. Beyond this degree of mixing, the longitudinal 

rate of change of mixing tends to become asymptotic and large errors 

in the computation of the mixing length are possible. Fig. 5.16 shows 

a dimensionless mixing length ( X~{/u* ), where x
02 

is the distance from the 



---~---~~-~-----~--
100. 

\. 
( 
~~ 

XJtuw 

10.0 

4.0 Neutrolly-bu~ont +roe.er-+ --

s 10 

No+e: t--Jumbers be:.ide symbols 
= Qtt>t/Qeff when QM/Qeff ~ 10. 

A 

~---

15 

Figure 5 .16: Dimensionless Mixing Length vs. Initial Densimetric Froude Number. 

Foo 
-...J 
r-' 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

72 

T - T 
spreader to the cross section where top bottom= 

ifx - Tamb 
0.2, plotted a~ainst 

the initial densimetric Froude number,F
00

• The scaling factor for the 

length downstream, X0.
2

, is made dimensionless by di vi ding it by ~: which 

is a length scale for vertical mixing by passive turbulent diffusion. 

All experimental runs are plotted in Fig. 5.16 except 

those with entrance conditions designated "C" and "D". Otherwise this 

figure includes the entire range of experimental conditions. The data 

thus define a 'universal' curve that would be useful in the field f or 

providing a first estimate of the distance required for nearly complete 

mixing. It should be noted that cooling rates can alter this curve , 

so that this curve is only applicable for conditions of moderate surface 

cooling, such as occurred in these experiments. 

represents the dimensionless length for which the 

The dashed line 
C 6 - C 

ti .9 .08 ra o - = 
C 

0.2 

is attained using neutrally-buoyant dye introduced at the surface of a 

two-dimensional flowing stream. This asymptotic limit was determined 

from Jobson's (12) data and mathematical model. With increasing F00 

the data obtained in the present study clearly approaches the limit for 

a neutrally buoyant tracer. 

A study by Weil (28) computes the length needed f or mixing a 

' semi-circular jet introduced at ambient velocity into turbulent channel 

flow. Though his situation is different from the present study, his 

results indicate that for nearly complete mixing as defined in thi s 

section, a dimensionless length of about 4.3 is required for moderately 

to rapidly mixing flows. This also agrees well with the results of the 

present study. 
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2. Bulk Mixing Coefficient: Using the Ficki an diffusi on 

model with total reflection at the boundaries, it is possible t o deter­

mine a gross mixing coefficient for rapidly-m:ixing flows as described 

in Chapter III. Fig. 5.17 shows the bulk mixing coefficient s f or a s e­

lected set of the experimental runs plotted in Fig . 5.16. Not all of 

the rups in Fig. 5.16 appear in Fig. 5.17. because only cros s sections 

where 

o. 1 < ln•,oe -Jamb < o.~ 
Tl\ • . ,& -Tomb 

( 5. 13 ) 

were considered in Fig. 5.17. Points outside of this range are subject 

to large interpolation errors in using Fig. 3.3. Also, limi t ing 

points to those within this range effectively eliminated highly 

stratified flows f or which the present analogy is not suitable . Even 

for the cases of runs that are pl otted in Fig. 5.17 , only some of the 

cross sections in the rummet the criterion of Eq. 5. 13. The val ues 

of Ky/u*rb that are plotted represent the average values for the cros s 

sections that met the specified criterion. In some experiment a l runs 

only one cross sect ion met the criterion and these are des ignated wi th 

a
1 

in Fig. 5.17. The asymptotic value of Ky/u*rb = 0.0633 is t he mean 

of the most prob~ble value from Jobson's experimental dat a fo r 

neutrally-buoyant dye (12). 

J. Vertical Heat Transfer Coefficient: The final mixing 

parameter is ETy' the width-averaged heat transfer coeffi cient, whi ch 

has been described i n Chapter I II. As s umi ng negligible heat loss 

through the bottom, the equation f or determining ETy is 
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(3. 25) 

Computation of ETy involved integration of the he~t flux 

from the flume bottom upwards. Computations were carried out for each 

cross section only up to n =· .96 thus eliminating the need to utilize 

the troublesome water surface boundary condition. The logarithmic 

velocity profile corresponding to the experimental conditions was 

assumed to exist across the flume width and was used in the computa­

tions. For the integration of the numerator the trapezoidal rule was 

used. The longitudinal gradient of the heat flux was determined as the 

average of the linearized gradients over the reaches between the cross 

section in question and the closest upstream and downstream measuring 

cross sections. 

An inquiry was made into the computational error in 

determining the longitudinal gradient of the f lux term in Eq . 3 .25. 

Based on the computational error inherent in the trapezoidal rule (2) 

it was determined that the error would be less than 1% for moderately 

and rapidly mixing flows but could be as high as 5% for the more 

stratified flows. 

a? 
Notice from Eq. 3.25, that if the slope -~-I approaches 

oy Y 

zero then the value of ETy is apt to become unreliable. To avoicl this 

potential source of grief, a limiting constraint on the temperature 

gradient was built into the computer program. Any cross sections 

wherein the minimum vertical temperature gradient did not meet this 
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constraint 

air" 
on ____, was cry 

were not used in the computation for ETy" The limitation 

obtained by requiring that any two adjacent width-averaged 
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temperature readings must differ by at least by + 2cr = + • oo8°F, ·,.here 
- m -

cr is the standard deviation of the means of the ten thermistors m 

given by 

<rm - JC. 
fio 

(5.14) 

The standard deviation of the ten thermistors readings, o, 

was obtained from thermistor readings in a uniform temperature water 

bath. Using the above procedure, the constraints on the temperature 

gradient were determined to be 

-for d ""o.2sft. 

and 
(5.15) 

for d = o.so.ft. 

The values of E'I'y/u*rb vs. n for some typical runs are given 

in Fig. 5.18. The theoretical parabolic distribution of the vertical 

momentum transfer coefficient is shown by the dashed curve. The 

amount of deviation shown for the nearly mixed flows from the 

theoretical parabolic limit is typical for the nearly mixed flows. 

These curves indicate the following general trends in the 

variation of E'I'y. For highly stratified flows, the values of E'I'y are 

small, and with increasing mixing the values of ETy increase, 

approaching the theoretical parabolic distribution for a neutrally-
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buoyant tracer. The presence of a warm layer of water at the surface 

suppresses the mixing process, so that when a significant temperature 

gradient is present, the values of ETy in the upper reaches of the flow 

are lower than the values recorded for a neutrally buoyant effluent. 

In the highly stratified flows and in the rapidly mixing flows the 

e'f' temperature gradient oy is very small over long reaches of the flume 

so that many of the further downstream cross sections do not satisfy 

the criterion in Eq. 5.15. However, in the zone of moderate mixing, 

several cross sections satisfy this requirement. In a typical 

experimental run, as the heated effluent mixes downwards, the value of 

ETy increases as n decreases until a maximum value is obtained jn the 

neighborhood of n : 0.25. Proceeding further downstream the shape of 

the ETy distribution tends to evol v.e towards the limiting case of the 

parabolic distribution. In the next chapter the distribution of ETy 

will be analyzed further and presented in a generalized format. 

When complete velocity measurements were taken, the deter­

mination of ETy was repeated using the average value? over the 

middle 8/10 of the flume. Compared with the use of the logarithmic 

velocity profile, the difference produced in the values of ETy was well 

within the variations attributable to experimental errors anJ computa­

tional procedures. The reason for this small deviation is that near 

the surface where the velocity differences are the greatest, the value 

of ETy is small, being suppressed by the presence of heated fluid. 

Fig. 5.19 shows the influence of changes in velocity distribution on 

the distribution of ETy. 
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The preceding computations of ETy have been based on the 

assumption that all of the heat loss occurred at the water surface. 

Previous tests have demonstrated the reasonableness of this assumption. 

Chapter Vis concluded with an indication of the possible errors 

introduced into the computation of ETy by this assumption. 

An experimental run with high heat loss , V/25-5/10-25/B, 

was investigated to study the effect of possible bottom losses on the 

determination of ETy" For this run Tamb - TE was 14.94°F and the 

relative humidity was 67%. The cross section considered was at L/d 

= 20 where the heat loss rate was 0.857 BTU/sec./ft. With this 

high heat loss rate, calculations were made for ETy assuming 0, 5, 

10 and 20% of the total heat los s rate occurring through the bottom. 

Fig. 5.20 shows the results of these calculations. Not surprisingly, 

the maximum effect occurs at the lower depths. Eq. 3.24b shows that 

. ~ since ay:- is small near the bottom, t he effect of a constant bottom 

heat loss is largest there. As the integration proceeds up from the 

bottom the heat flux term and the temperature gradient term both 

increase, resulting in a maximum value of ETy at about n = 0.25. 

It will be recalled that experiments with a warm ambient 

flow, conducted by T.P. Yeh, produced a value for the bottom heat los s 

coefficient of¾~ 0.5 BTU-in./hr.-ft . 2-°F. Using this value in the 

above selected run gives a value for t he heat loss out of the bottom 

as 9% of the total heat loss. This seems to be a reasonable estimate of 

the bottom heat loss rate for this particular run. A bottom heat loss 

of this magnitude produces a maximum error in the computation of ETy of 
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about -20% at n ~ 0.25. While this represents a significant deviat i on 

in the value of ETy' it should be remembered that this r un is one of 

the worst cases. Bottom losses on the other experimental runs wi l l 

have effects much less than those depicted in Fig. 5.20. The above 

example then, tends to justify as reasonable the assumption of no 

heat loss through the bottom in the computation of ETy" 
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Chapter VI 

ANALYSIS AND DISCUSSION OF RESULTS 

In this chapter the experimental results of Chapter V are 

analyzed further and interpreted, and finally integrated into mathe­

matical models for prediction of downstream temperature profiles. The 

applicability of the results is stressed throughout. 

A. Application of the Bulk Mixing Parameters 

1. Dimensionless Mixing Length: The curve of Fi~. 5.16 

can be used to estimate the length necessary to achieve nearly complete 

mixing in a straight two-dimensional channel. However, for practical 

purposes in the field this information can be presented in a morP 

convenient form. The parameters which would most likely be known for 

a cooling canal 
T - T top bottom 

6T 

would be F
00 

and 6T. 

would be most useful. 

Thus a graph in terms of 

In addition, it is often desired 

to know the mixing rate along the channel len~th. Fig. 6.1 is an 

example of the presentation of the experimental mixing length data in 

this format. 

However, these curves are not universally applicable. The 

data for these curves were taken from all the A-entry flows with a 

depth equal to 0,25 ft. and Qtot/Qeff. = 10. These curves would only 

be applicable to other flow situations with similar characteristics. 
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The curves also are dependent upon the rate of cooli ng , this being 

especially so for the more stratified flows. During thes e tests, 

84 

the air temperature varied from 69.5° - 75.5°F and the relative 

humidity range was 70% - 84%. Finally, the curves in Fig. 6.1 are 

d1ependent on the actual temperatures because of the nonlinear rela­

tionship between p and T. Therefore the curves in Fig. 6.1 would only 

be applicable within the range of environmental conditions f or wh i ch 

it was prepared. It would also be necessary to scale properly t he heat 

loss rate in applying these experimental results to the prototype 

situation . Granting the above li~itations, cur ves like t he ones i n 

Fig. 6.1 could still be useful in t he field for predi cting the degree 

of mixing in a given prototype si t uation for which the experimental 

fltm1e is a reasonable model. 

2. Bulk Mixing Coefficient: Another approach t o t he degr ee 

of mixing can be obtained by the use of the bulk mixing coefficient . 

For rapidly and moderately mixing flows, value s of K appr opriate f or 
y 

a given initial densimetric Froude number can be selected from Fig . 

5. 1 7. This value of K can then be us ed with t he Ficki an Equat ·i. on ( 3. 3? ) 
y 

to predict the temperature profile at any downstream cross secti on . In 

a later section, solutions of Eq. 3.32 , obtained by both analyt i cal 

and numerical methods, are presented for some selected flow condi t ions. 

B. Vertical Heat Transfer Coefficient 

The experimental data has indicated a dependence of ETy upon 
i 

Fnx· It now remains to find a functional link between these two 

parameters, so that given FDX we may determine ETy. Since at this 
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time a theoretical relationship is not available, an empirical 

relationship has been derived. The relationship used was the beta 

distribution from probability theory, which was fitted to the 

experimentally determined distributions of ETy. 
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1. Beta Distribution: The beta distribution can be expressed 

as, } (6.1) 

This distribution was chosen because it has been proven to be a very 

versatile distribution in describing empirical data. It is able to 

produce curves of a wide variety of shapes including ones which closely 

In approximate the experimentally determined ETy distributions. 

particular, when the values of the pa:rameters are r = 2 and t = 4, a. 

parabolic curve is generated, so that Eq. 3.30, the limiting case for 

a well mixed flow, can be exactly represented. 

If the area under the experimental curves of ETy/rbu* vs. n 

are subdivided into seven rectangular increments (based on the seven 

sampling points) having area a., the mean and the second moment can be 
l. 

estimated by numerical integration. 

Mean: E (-11) =- ..t. 
t 

7 
: i_ -,.,. Ql· 

l•t 'll ,,, 
i_ Oi. 

(6.2) 

l•I 

E( ,f) = r+1~-f = ilc 11t a, 
Second Moment: t+1 ~ (6.3) 

a· • l ~· Eqs. 6. 2 and 6·. 3 are sufficient to determine r and t. It remnirn; to 

_define an area correction factor, Ca. Integrating Eq. 6.1 yields, 
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or, 

We now define C as follows, 
a 

Thus 

Finally, after combining terms, 

= 

r(r) r(t-r) 
rct) 

= tne area under the 
experimental curve 

( 6. 4) 

(6.5) 

For a given ~y/rbu* vs. n distribution Eqs.6.2, 6.3, and 6.4 
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will yield the parameters t, rand C. For every cross section considered, 
a 

the values oft, rand C were then plotted against the value of the gross 
a 

densimetric Froude number of the section, FDX' Curves were then fitted 

graphically to each of the three resulting relationships as shown in 

Figs. 6.2, 6.3 and 6.4. The dashed .lines represent the beta distribution 

parameters computed by numerical i'ntegration for the limiting parabolic 

distribution of E¼y · The exact parameters to fit the limiting 

parabolic distribution· would bet= 4, r = 2 and C = dK: 0.45. However 
a rb 

because of relatively large, unequal increments used, the numerical 

integration procedure yielded actual values that were somewhat lower 

than the exact theoretical values . 

The following criteria were used in selecting cross . sections 
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for the data plotted in Figs. 6.2, 6.3 and 6.4. All cross sections 

had to meet the previously stated criterion for the minimum temperature 

gradient (Eq. 5.15). Cross sections meeting this criterion were then 

chosen from all A-entry, 0.25 ft. depth runs. From this set of cross 

sections, five additional borderline cross sections were eliminated, 

aifW having temperature gradients in the range 0.36 <-;:;--- < 0.52. Two 
-oy -

other cross sections which were only 10 depths downstream from the 

spreader were also eliminated. In addition to this set of cross sec­

tions, one cross section was included from each of the remaining 
.. 

experimental runs where the temperature gradient criterion was met. 

In this manner a total of 56 cross sections were selected. The cross 

sections used in Figs. 6.2, 6.3 and 6.4 are marked with an asterisk 

in Table A.4. 

2. Generalized Curves for ETy vs. n: Using Figs. 6.2, 6.3 

and 6.4, it is possible to estimate the distribution of ETy for a given 

Fnx· A set of curves showing distributions of ETy for different values 

of FDX can thus be obtained as shown in Fig. 6.5. 

As indicated by the experimental scatter in the beta distri­

bution parameters,the generalized curves in Fig. 6.5 are the result of 

a smoothing process. All parameters became more scattered as stratified 

conditions (FDX: 1.0) were approached. However Fig. 6.5 does clearly 

depict the main trends in the ETy distribution as the degree of mixing 

increases. Stratified flows tend to have low values of the vertical 

heat transfer coefficient. As FDX increases, the values of ETy in-crease, 

·and the suppression of ETy near the free surface is more pronounced for 
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smaller values of Fnx· Finally as nearly complete mixing is approached, 

the warm water tends to become merely a marker for the mixing fluid and 

the values of ETy tend to approach those of the mass transfer coeffi­

cient Eley which is shown with a dashed line in Fig. 6.5. 

The distribution of ETy for FDX < 3.0 is marked with dashed 

lines in the lower half depth of the flow. This is because, although 

the procedure previously described produced the distribution of ETy 

which is depicted, there is some doubt about the physical interpreta­

tion of the apparent suppression of mixing at the lower depths. At 

low densimetric Froude number runs, the flow being relatively strati­

fied, has a small temperature gradient in the lower portion and hence 

one would expect very little suppression of mixing there. However, 

the upper layer of heated fluid does tend to alter the secondary flow 

pattern so vertical convective transfer in the lower depths may be 

reduced. In any event, even with stratified flows there is a small 

amount of heat that descends to the lower depths and the model using 

the given distributions of ETy seems to predict this quite well. 

summary then, with stratified flows, both diffusive and convective 

In 

transfer aregreatly reduced in the upper layer, and convective transfer 

appears to be reduced in the lower portion also. 

For the limiting case of rapidly mixing flows there is reason­

ably good agreement between Ky/¥b and the normalized depth-averaged 

value of the vertical heat transfer coefficient ~d/u*rb. There re­

spective values are Ky/u*rb: .0633 and ETyd/u*rb = 0.01. Considering 

that K is based upon Fickian assumptions of constant velocity and 
y 
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heat transfer coefficient, the above values give reasonably good . 

correlation. At runs with lower densimetric Froude numbers the agree­

ment becomes less precise a.q the Fickian model represents flows with 

large density gradients less accurately. 

3. Vertical Heat Transfer Coefficient and the Richardson 

Number: The Richardson number is a local mixing parameter which has 

been shown to be very sensitive to small disturbances in the velocity 

distribution. Nevertheless this parameter has been widely used and 

a number of empirical relationships relating EMy and Ri have been 

derived (16). For cross sections where veYocities were measured, 

values of the vertical heat transfer coefficient normalized by the 

value of the limiting mass transfer coefficient at , the same depth were 

E . 
The ratios :'.!:t.E I were then plotted as functions of R. as computed. 

My n l 

shown in Fig. 6.6. The empirical relationship 

( 6. 6) 

fits the points fairly well and is similar to a relationship derived 

by Munk and Anderson (16). 

Fig. 6.6 substantiates what has been previously said about 

ETy. When the degree of mixing is large (i.e. Riis small) the value 

of ETy approaches that of~• Also as stratification increases (Ri 

increases), the value of E'l'y compared to EMy becomes progressively 

smaller. 

T~e relationship between E'l'y and Riis another way of 

presenting the mixing parameter a.nd is in good agreement with the 
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results of other experimenters. However it is not an especially 

practical form for field applications since the Richardson number 

as defined here is only a local mixing parameter which is very sensi-• 

tive to small changes in the velocity distribution. Also, in order 

for R. to be a useful parameter, the velocity profile must be known 
1 

accurately and this is rarely the case in field studies. 

C. Convective and Diffusive Components of Vertical Transfer 

As previously noted, secondary currents which contribute 

convective dispersion to the vertical transfer process are present in 

the flow. An attempt was made to ascertain the relative contributions 

of convective dispersion and turbulent diffusion. Although no defini­

tive results were obtained, the initial analysis is presented here in 

the hopes that future investigations will yield an answer to this 

question. 

The presence of a density gradient t ends to suppress t he 

well-d,efined secondary current pattern of the ambient flow. However 

for the higher velocity flows, as well as for the 0.5-ft.-dept h 

flows, the strong original secondary current pattern tends to persist 

and influence the vertical mixing process. For some of the runs i t 

was observed that the isotherms as wel l as t he is ovels in a cros s 

section were displaced upwards in the updraft and downward in the 

downdraft regions where the secondary f low had only a verti cal velocity 

component (see Figs. 5.3 and 5.5). At these locations (i. e . x = xi, 

z = z1 ) where both!!= 0 and w = O, Eq. 3.8 s implifies to 
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Integrating Eq. 6.7 from .the bottom along a vertical at, xi, 

zi, yields 

or, 

~o ~o a r1 (uT)d_y + vT/ -vr/' =- CT)' oTj - £:r, I axJ0 iy / 0 o'j'j o'j 0 
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(6.7) 

(6.8) 

(6.8a ) 

Eq. 6.8a, which is referenced to a point xi, y, zi, contains 

a r aT two unknowns,vand e:Ty. The values of ax uTdy, ayand T were obtained 
0 

for adjacent longitudinal x-y planes where only vertical components of 

secondary flow were assumed to exist. By analogy with Jobson's 

similar analysis wherein the concentration of sediment was used (12, 

13), the value of the temperature T used here was the excess tempera-

ture, T - T • 
amb If we assume that the value of £Ty is constant for n 

given depth in any cross section and also that in two adjacent planes 

of updraft and downdraft motion the vertical velocities are equal in 

magnitude but opposite in direction, then it is possible to apply 

Eq. 6.8a to these planes and solve for v and e:Ty. This procedure was 

applied to two runs which had well defined secondary flow patterns 

(V/25-15/25-25/A and V/50-3/10-25/A), but the results obtained were 

inconclusive. The direction obtained for the vertical velocity compo­

nents was often inconsistent with that expected fiun the isovel. pattern 1br the 
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flow. Moreover, the magni t udes of the vertical veloc it;r componenl '.1 we re 

very small, being two orders of magnitude less than the average longi­

tudinal velocities for the rapidly mixing flow, and three orders of 

magnitude less for the stratified flow. Two other methods of solution 

for Eq. 6.8a described by Jobson (12, 14) were also employed but they 

also yielded inconsistent results. 

The most likely cause of the difficulties here is that the 

transverse variations in the experimental data were not of suffi ci ent 

magnitude to reliably evaluate the vertical convective transport. All 

the methods 

of the flux 

aT 
term, €~,• ay" 

of solution attempted involved differences in the gradients 

tenns, L fy uTdy and/or the tubulent diffusion. transport 
ax o 

Invariably the differences were of an order of magnitude 

comparable with the probable error in the experimental data upon which 

they were based. In addition the concept of a longitudinal x-y plane 

in which there is no net transport in the transverse d!rection is an 

idealization which would not be exactly true in the actual flow. 

Changes in the ambient temperature along the flume were determined to 

have a negligible effect for both of the runs considered. The i nflu­

ence of heat loss from the bottom..would be minimal in the stratified 

case as the excess heat did not reach the bottom over the reach con­

sidered. In the rapidly mixing case the excess heat had j ust r e~c hed 

the bottom at the cross section under consideration so that bottom heat 

losses may have been a small contributing f actor in this case. 

A cautious conclusion that might be advanced, in light of 

the apparent small magnitudes of t he quantities involved, is that in 
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these experiments convective dispersion is a smaller contri butor to the 

mixing process than turbulent diffusion, and it may even have a negli­

gible influence on the mixing. Also, it appears that in stratified 

flows convective mixing has less influence than in the more rapi dly 

mixing flows. 

D. Prediction of Temper~'re Distribution 

In this section methods for predicting t he downstream t emp er­

ature profiles are described together with the results obta ined . Two 

mathematical models are presented. The first one uses Fickian as sump­

tions in the convective-diffusion equation and the second uses the ex­

perimentally determined values of ETy. 

1. Fickian Equation: As previously stated, the Fickian equa-

tion 

U arw. K a:Iw ax 1 ay2 
( 3 . 32 ) 

assumes both a constant velocity, U, and a consta nt mixing coeffi cient 

Ky. In addition, alon~ with the Fickian asswnptions, and the 

assumed reflection conditions at the boundaries, zero heat loss i s a s -

sumed at the bottom of the flume and at the water surface. 

At y • 0: 

and at y = d: 

. -w 
Ky aI: = o 

ay 
(6. 9) 

(6.10 ) 

For sub s equent analysis it is more convenient to work. with t he 

d . . nl f f th b th ti If -.,Tis r eplaced by 1mens10 ess orm o ea ove ree equa ons. 

the dimensionless term T =(r - Tam~/~T and if we make the substitutions 

* 
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(6.11) 

. . X = dX (6.12) 

(6.13) 

(6.14) 

Then Eq. 3.32 becomes 

(6.15) 

and the boundary conditions become 

at Tl= O: (6.16) 

at Tl= 1: (6.17) 

In the following discussion dimensionless quantities will be 

assumed and the distinguishing subscripts and superscripts will be 

dropped. 

(a) Analytical Solution: An analytical solution to the 

above equations was obtained, a brief outline of which is given below. 

99 
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For the experimental run which was investigated, the discharge ratio 

Qeff /Qtot was equal to 1/10 and the effluent water was released into 

the ambient flow at the average ambient velocity. The initial condition 

was taken at the spreader and is thus given as 

X - o , o ~ 17 < o. 9 

X "" o , o.9 ~ 11 ~ 1 . . 

T=O.O (6.18) 

T =-1.0 (6.19) 

A separation of variables technique was used, wherein the solution 

T(X,n) is assumed to be of the form 

T(x,11) - X(x)Ytn) (6.20) 

The general solution of Eq. 6.15 is of the form 

( 6. 21) 

where c
1 

and c2 are constants and A is the eigenvalue. 

Employing the boundary conditions (Eqs. 6.16 and 6.17) and the 

initial condition (Eqs. 6.18 and 6.19) eventually yields the particu-

lar solution 

(b) Finite Difference Form of the Equation: The Fickian form 

of the convection-diffusion equation (Eq. 6.15) is easily solved by nu­

merical methods. An explicit forward difference scheme yields results 

with a high degree of accuracy. If we subdivide the flow field into 
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N rows measured from the f l ume bottom to the water surface and if we 

subdivide a unit length of flume into M columns we t hen have a ~ri d 

size with dimensions DY=½ and DX=~- The temperature T(i,j) i s 

then considered to be the temperature at the center of each gri d rec­

tangle located at iDX, jDY. Eq. 6.15 in its forward di fferen ce form 

can then be represented as 

(6.23) 

so that T(i, j+l) can be solved explicitly as 

(6.24) 

The boundary conditions can correspondingly be written, for the bottom 

row 

and for the top row 

T(N,j+r) -.T(N,j0 )-t ~ ~[T(N,1)-T(N-1,1)] 
oy2. µ 

(6. 25) 

(6.26) 

Solutions were obtained numerically for two different initia l condi­

tions. In one case the condition at the spreader, X = O, was used and 

in the other cases the temperature profile at the first experimentally 

measured cross section was taken as the init.ial condition • . In each 

case the initial temperature profile was simply read into the computer 

at the designated vertical increments of DY= i• The numerical solu­

t i on then proceeded stepwise down the flume, printouts being obta inerl 

at the cross sections where exper imental measurements were taken. As 

noted by Richtmyer ( 21 ), the criter i on for stability with this t ype 
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of equation is DX !z. < 1 In all the calculated runs this con-DY2 µ - 2° 

dition was easily met. The condition for minimum truncation error, 

;i" ~;2: ½, was approximately met for one calculation, V/25-3/10-5/A 

!z.DX 1 with DY = .02, whereµ j5y2 = 8, and the results from this calculation 

were in close agreement with the output for an increased mesh size. 

(c) Predicted Temperature Distributions and Experimental 

Results: In Fig. 6.7 temperature prediction results using the Fickian 

model are compared with experimentally observed values. The prof i les 

are presented in order of decreasing initial densimetric Froude number, 

F00 , so that the flow is progressing from rapidly-mixing to stratified. 

For each case the initial condition is ta.ken as the first measured 

cross section and the grid sizes are DY= .04 and DX= .01. For run 

V/25-3/10-5/A the grid size DY= .02, DX= .01 is also use d. In ad­

dition, for this run the temperature profile is predicted using the 

initial condition at the spreader. When plotted as in Fig. 6.7, the 

output for this numerical solution is indistinguishable from the 

analytical solution. 

A number of points should be noted about Fig. 6.7. First, as 

was expected, considering the assumptions inherent in the Fi ckian mo del , 

the agreement is best for the rapidly mixing case, and then it gradually 

deteriorates for the more stratified flows. The boundary condition of 
-w 

Ky:~= 0 implies a zero gradient at the boundary. This is greatly at 

variance with the physical situation, so that the lack of agreement near 

the surface is quite large. Also the assumption of constant mixing 

coefficient Ky implies much more mixing in the upper layers of the fl ow 



---------~-~-------
1. 

I 
0 

11 ' 

0 

1 

00 

-

X/d•S 

Fox - !,C3.E, 

X/d•S 

ft>t "'26. 2.. 

-+- E~ RE'SUL.T,S 

X/d-5 

Fox.,. 19.B 

r 

- -

X/d•IO vx~o 
F01 •52.2 Foi•G').6 

V/25-15/25-5/A . 

X/d-lO XkJ•20 

Fo't •.35.3 

v/2s-1s/ 2s-1s/A 

X/d--10 

FOJ •2~.,J Foi "36.7 

.05 .10 .i5 :20 .1.5 0 .05 .10 .15 0 .05 .10 
\/ /25-15/25-2.5/ A 

- -l 
f x~~ tXkJ.50 tr----, F~t,ca. 
. 

I I 
Xkt•~ x/d•So 

Fo,r 177. 

~MATK MOD&\.. 

Fox•71.I 

0 .05 

X/d·,-70 

Fox , .. oo 

0 ,05 

I Xkj.ao 

~~00 

I 
X/daeo 

f&rjoo 

'X/d-aD 

Figure 6.7: Predicted Temperature Profiles Using t~e Fickian Model. 

O .05 
T"'-To,nt, 

~T ..... 
0 
~ 



-------------------

X/d-4 
Fox -5.G~ 

X/d•S 
FDX•G.10 

X/d-12 

Fo,c=E:>.60 

X/d•~o 

Fox•S.03 

X/d•5o 
FOi(• 10.-,0 

01 d.!f ' o o.s o o.s o · · O:f c> o:~ o 

1 
~ 11-11T1AL CONOrf10N .. T s PR.-.DER.,NUMR'u'-'L ..... a AHAL'tTIC4'-, v/2.s-~/10--5/A 

T\ X/d•S · 

Fox-=2.64 

o-_.___.,_.__..._-___..__._ .... 

X/d•IO 

F0x-2.f.7 

X/d•}O 

F~,.3.13 

X/d-50 

F0~•3.(:Q 

e-- e:--.PrL. RliSUL.TS V/25-3/10-15 /A --0-- MATH. MOOE L. 

1 

X/d•5 

Fox--1.e3 

o~...._-__,_.__...._ ........... _ 

X/d•IO 

Fox .. \.'o'=> 

Xid•"30 
F~ -2.14 

X/d •5o 

FolC=-2 .37 

X/d•'3o 
F~-5.~ 

-9o 

Fc,ir2o.2S 

0.2. 

x~,~ 
FO)(=l7,35" 

X/d•200 

fox•24.2 

o o,5" o.e o o.!5' o.e o 
V/25-3 / I0-2.5/A 

0.5" 0 0,5 0 03 0 0.2 ,..,_ T Cllllb 

AT 

Figure 6.7 (cont.) 
...... 
0 
~ 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

105 

than is actually occurring in a flow with a density gradient, so that 

the Fickian model consistently predicts temperatures that are too low 

near the surface. Since the Fickian model incorporates the assumption 

of zero heat loss it is to be expected that the final fully mixed temp­

erature profile depicts a temperature greater than the experimentally 

observed temperature. The difference between the two temperature pro­

files represents the heat loss, and this difference increases as the 

flow becomes more stratified and the cooling losses increase in magnitude. 

Comparison of the results using the vertical grid sizes of 

DY= .04 and DY= .02 in run V/25-3/10-5/A show a high level of agreeme!It, 

so close in fact, that they are both represented by the same curve. The 

deviation between the two sets of results was well under 1%, thus indi­

cating that we have a convergent solution. For the same run, using the 

spreader temperature profile as the initial condition, the agreement be­

tween the analytical solution and the numerical solution was also very 

precise. For all cross sections the two methods of solution yielded 

results well within 1% of each other and are again represented by the 

same curve. 

The results based on the initial condition at the spreader 

show a larger discrepancy over most of the flow depth compared with 

those based on the first measured cross section. This same phenomenon 

was noted by Jobson (12,14) in his experiments with neutrally-buoyant 

dye. The discrepancy is even greater when a variable distribution of 

ETy is used. In the next section possible reasons for this discrepancy 

will be considered. 
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2. Convection-Diffusion Equation with ETy: In Chapter III 

we noted that the convection-diffusion equation could be expressed as 

Also the boundary conditions are closely approximated by 

(6.27) 

and 

E Ty a,=w = o a+ y - o ay 
(6.28) 

where~ = the rate of total heat loss at the cross section under con­
n 

sideration. 

Again, prior to solving these equations it is expedient to ex­

press them in a dimensionless form. The surface boundary condition is 

expressed in terms of total heat loss which includes heat loss from the 

ambient flow as well as from the heated effluent. For this reason it 

was decided not to express the numerator of the dimensionless temper­

ature with T b as a datum, as in the Fickian equation, but instead 
8111 

with TE' the equilibrium temperature, as a datum. It will be re-

membered that TE is the temperature towards which the water tends, given 

the existing meteorological conditions. Therefore water above a tem­

perature of TE can lose some of its heat to the atmosphere, whereas 

water below that temperature takes up heat from the atmosphere. Thus 

the dimensionless temperature was expressed as 
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(6.29) 

where ~T = Teff-Tamb as previously defined. Other dimensionless scaling 

factors, obtained in a manner similar to Jobson and Sayre (14), are 

Jd.. =J-1 u 
. . . 

-d d x EM:y _ x ~ u* -X :. x -
D d2. 6Ud2 

6UdX 
K, u,.. 

Substituting these into Eq. 3.23 yields 

Similarly, the boundary conditions become 

and 

"" 4J aJ: -o at 11-0 a-n 

(6.30) 

(6.31) 

(6.32) 

(6.]3) 

(6.34) 

(6.35) 

(6.36) 
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Again, in the following discussion, dimensionless quantities 

will be assumed and the distinguishing subscripts and superscripts will 

be dropped. 

(a) Finite Difference Form of the Equation: The finite dif­

ference form that we are about to formulate is based upon distributions 

ofµ ~nd ~ that vary in then-direction but are considered constant with 

respect to x-direction. There are in fact slight variations in velocity 

in the x-direction especially with the more stratified flows, but these 

are neglected and a logarithmic velocity profile is used. The distri­

bution of ETy undergoes noticeable change along the flume length as the 

flow becomes more fully mixed. Accordingly the flume length was divided 

into segments separated by the cross sections where experimental 

readings were recorded. The greater the rate of change in the temper­

ature profiles the shorter these segments tended to be. For each seg­

ment the value of ETy was considered constant with respect t o X, and was 

equal to the value computed at the upstream cross-section. Since a rela­

tionship between the gross densimetric Frbude number at a cross section, 

FDX' and the distribution of ETy had been previously specified, it was 

possible to calculate a new distribution of ETy for the next segment. 

Thus the computation progressed downstream, stopping at each experimental 

cross section to compute a new distribution of ETy. 

The difference equation was formulated and interpreted as 

follows. The temperature T(i,j) and the velocity µ(i) are considered 

to be acting at the centre of the grid rectangle located at iDX, jDY. 

The normalized heat transfer coefficient ~(i,j) is the value at the 
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bottom edge of the grid rectangle at iDX, JDY. Eq.6.34 can then be ex-
' 

press eel in expli'ci t forward difference form as 

-lP(L)[T(l,j)-T(t-1,j))} (6.37) 

so that T(i, j+l) can be solved for explicitly as 

T( l,j+1) -T(i,j) + ~µh) { 4'(t.+1) [T(L+1,j}-T(i.)j)] 

- ljl(i.) (TCi,j) -T( i.-1,j)]} (6.38) 

Similarly the difference equations for the boundary condit i ons become at 

the flume bottom 

T(i,j+1) -T(1,j) +~[T(21j)-T(l,j)J 
' DYµTIT 

(6.39) 

and at the water surface 

T(N,j+1) -T(N j)- DX l!J(N)[T(N,j)-T(N-1,j)J-d> DX , ovrp:rnJ . ~ 
(6.40) 

The entire computer program for predicting temperature pro­

files is given in Appendix B, along with the program for the Fickian 

model. Again the criterion for stability is that the coefficient of 

DX ,t the temperature difference DY 2 ~ be less than 1/2. This coefficient 

now is variable, but for all runs the criterion for stability was met. 
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(b) Predicted Tenperature Distributions and Experimental 

Results: The convection-diffusion equation (Eq. 6.34) withtheenpirical 

distribution functions for E'l'y was used to predict temperature profiles 

for 5 representative runs, ranging from rapidly-mixing (F
00

=8. 28) to 

stratified flow (F00=1.2). The profiles in Fig. 6.8 show that, unlike 

the Fickian model, the use of a variable E'l'y permits a reasonably accur­

ate prediction of temperature profiles over this wide range of flow con­

ditions. 

For all runs a computation was made using DX= .0001 and 

DY= .04. The choice of DY= .o4 was determined by the fact that the 

highest level at which a thermistor reading could be made for the 0.25 

ft. depth flows was at ri = .96. Use of an incremental depth smaller 

than .04 would involve extrapolation beyond the experimental data into 

a region where high temperature gradients are known to exist. However, 

for two runs (V/25-3/10-5/A and V/25-3/10-25/A) computat i ons were made 

with smaller values of DY and the results revealed interesting qualita­

tive information about the nature of the temperature profile very near 

the surface. 

Good ~greement between experimental data and the results using 

the predictive equation is obtained for all runs when ri.::_0.86. For al­

most all selected cross sections the difference in this range was wi th­

in .:!:_2.5%. Larger discrepencies, however, occurred in the uppermost 

region. The differences in the depth range ri=0.86 to . 0 .. 96 for these 

selected runs fell within the range of +20% ·based on the normalized 

temperature as defined here. Above ri=.96 large temperature gradients 
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The main causes f or the discrepancies in the t emperature 

predictton near the surface are likely two-fold (1) inadequate know­

ledge of the exact surface heat los.s rate and (2) the difficulties in 

extrapolating from the experimental data to the water surface. 
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The analysis here is based on the assumption of total heat 

loss through the upper water surface. It has been previously shown that 

this is a reasonably accurate assumption although there are surely small 

heat losses through the sides and the bottom. The presence of these 

losses would alter the actual heat loss through the water surface and 

thus account for some deviations in the observed and predicted temper­

atures near the surface. 

Not only the magnitude of the heat losses, but the rate of 

change of the heat loss along the flume was not known with complete 

certainty. The heat losses used were those measured experimentally. 

For each cross section the heat loss was calculated as the difference 

in the total heat flux between the cross section at the spreader and 

the cross section under ~onsideration. The heat flux at a cross sec­

tion was computed using a simple rectangular integration rule with the 

width-averaged temperature values at the seven measured depths. This 

method of computation becomes more accurate as the flow becomes mixed 

but consistently overestimates the heat flux when the temperature 

gradient reverses sharply, as occurs near the spreader. For 

this reason curves of heat loss vs. flume length had to extrapolated 

back from the downstream locations of the flume (where the readings 
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were more reliable) to the upstream positions near the spreader (where 

the heat loss readings were less reliable). In addition to the above un­

certainty there was an apparent high rate of heat loss very near the 

spreader. This was probably due to high radiative and convective heat 

losses as the heated effluent exited from the spreader. Unfortunately 

it was in this same region where it was least possible to accurately 

monitor the heat loss rate. Because of all of these uncertainties in 

computing the true heat loss rate, errors occurred in the predicted tem­

peratures near the surface. 

The second reason for discrepancies in predicting temperatures 

very near the surface, eBpecially when an incremental step size smaller 

than DY=0.04 was used, is the use of the mathematical model to extrapo­

late beyond the range of experimental data into a region of large t em­

perature gradients. It is known that for a heat loss to be occurring at 

the surface a reverse temperature gradient must occur near the surfac e. 

This phenomenon, however, was never recorded with our thermistors. T~e 

thermistors were situated as close to the water surface as possible for 

the 0.25 ft. depth flows (n=0.96) without being exposed to the air. One 

can therefore conclude that the layer over which the reverse temperature 

gradient occurs is very thin indeed. It is interesting to note that by 

decreasing the vertical step size DY it is possible to extrapolate be­

yond the experimental data with the· predictive equation and actually pr e ­

dict a reverse temperature gradient. The difficulty is that since the 

temperature differences are very large and the vertical distances in­

volved are very small, the temperature gradients are · thus extremely lar~e 
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(especially in the more stratified flows) and cannot reliably be rep­

resented except at a step size so small that the computing cos t would 

tend to be prohibitive. 'ihere is an additional source of error in the 

uncertainties of the value of iJ; near the surface, though the predicted 

te:n:g:>erature profiles were shown· to be relatively insensitive to small 

changes in the value of iJ; near the surface. In spite of these dif­

ficulties, a good qualitative picture emerges as to the nature of the 

temperature profiles near the surface. 

In run V/25-·3/10-5/A computations were made using DY=.02 

(DX=.0001 and DX=.00001) and DY=.01 (DX=.00001). These computer re­

sults indicate that the depth over which the reverse temperature 

gradients exist is very thin at first and it gradually grows in depth 

as one proceeds downstream. The magnitudes of the temperature predic­

tions near the surface are not to be trusted, since at these high tem­

peratures gradients high precision is not possible. The output with 

DY=.04 represents an averaged value of the temperature profile near 

the surface. At all step sizes the values were stable and convergent 

at the lower depths (n<.86), so that the deviations near the surface 

reasonably can be supposed to be due mainly to the cooling effect near 

the water surface. For the run V/25-3/10-25/A with DY=.02, the same 

general phenomenon is present. Here the temperature gradients are 

even higher so that the computed temperature pro f iles near the sur­

face vary even more. Again, the values of the predicted temperatures 

near the surface should be considered as only qualitatively valid . 

All of the predictive computations, except one, used the 
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first measured temperature profile as the initial condition. For the 

run V/25-3/10-5/A a computation was made based on the temperature pro­

file at the spreader as the initial condition. It can be seen that 

the correlation with the measured temperature profiles is poor. This 

is due -to the fact. that the convection-diffusion equation does not ac­

curately predict the mixing phenomena near the spreader. Jobson (12, 

14) found the same difficulty in predicting the concentrations of 

neutrally-buoy&nt dye. The reasons that he gave are likely also oper­

ative in the case of heated effluents. They are that in this region 

(1) the longitudinal temperature gradient a~is not small as assumed in 
ax 

the derivation of the working form of the convection-diffusion equation 

(Eq. 3.23), (2) the concept of a gradient-type heat transfer mixing 

coefficient~ is not valid until the thickness of the plume in the 

direction of transfer becomes larger than the eddies that are causing 

the transfer and (3) near the spreader the largest change in the mag­

nitude of ETy occurs so that the assumption of ETy as constant with 

respect to X between consecutive sections is weakest in the region 

just downstream from the spreader. 

3. Applicability of the Results: The preceeding analysis 

can be used to predict the downstream temperature profiles in a 

straight channel with two-dimensional uniform flow if the temperature 

profile at an upstream cross section is known. The conditions describ­

ed in this thesis would be most likely to exist in a cooling canal or 

in a straight stretch of river. 

The more rapidly mixing the flow, the more easily the 
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temperature profiles can be predicted. One reason for this is that 

the influence of the surface cooling on the temperature profile is 

less critical for rapidly mixing flows. In fact the Fickian model, 

which assumes zero heat loss, yields~ reasonably good approximation 

( + 20%) to the actual measured temper13.ture profiles for flows with 
- I 

initial densimetric Froude numbers greater than about 8.o. 

ll8 

In applying the convection-diffusion equation with variable 

ETy, the rate of surface heat loss along the reach under investigation 

must be known. In an actual field situation, the heat loss models 

proposed by various investigators (3, 4, 10, 23) would have to be used 

to obtain the proper boundary condition at the surface. The influ­

ence of the surface heat loss becomes more important as the densi­

metric Froude number decreases. As the initial densimetric Froude 

number approaches unity, the cooling loss rate can be the main factor 

controlling th~ change in downs team temperature profiles. It thus 

becomes clear that for the flows with lower initial densimetric Froude 

numbers, significant errors in the estimated heat loss rate will lead 

to corresponding errors in the predicted temperature profiles. 

In the laboratory flume the smallest vertical grid incre­

ment for practical results was limited by the distance from the water 

surface to the uppermost measuri:.ig point. In the prototype situation 

where the length scales would be much larger, it may be possible to 

measure reverse temperature gradients near the water surface. This 

phenomenon could then be read int.o the initial temperature profile and 

the computer program could be expected to predict the variation in 
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temperatures near the surface .more accurately than in t he flume . In any 

case the minimum vertical step size would likely stil l be det ermined by 

the distance between the water surface and the highest l evel at which 

temperatures could be reliably measured. 

In predicting the temperature distributions, the vertical distribution 

of ETy was considered constant over relatively large longitudinal intervals, 

corresponding to the distances between cross-sections where experimental , 

readings were taken. For the run VR/25-3/10-25/A wit h DX= 1/10,000 and 

DY= .04 and 0.02, computations were made wherein the distribution of ETy 

was updated at longitudinal intervals equal to one depth. By thus varying 

the vertical distribution of ETy along the flume length more frequently, the 

temperature prediction was improved by about 5%, so that the predicted 

temperature profiles were within 15% of the experimentally measured values. 

For practical applications a longitudinal interval of about one river depth 

is recommended as the distance over which the distribution of ETy can be 

assumed to be constant. 
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Chapter VII 

SUMMARY AND CONCLUSIONS 

A. Summary 

The vertical mixing, due to ambient turbulence, of a heated 

effluent downward from the free surface into an open-channel flow was 

investigated experimentally in a laboratory flume, A total of 44 

experimental runs were conducted covering the range from very rapidly 

mixing flows to highly stratified flows. Parameters that were varied 

in these tests were depth of flow, average velocity, the ratio of 

effluent discharge to total discharge, entrance velocity of the ef­

fluent flow and the temperature difference between the effluent and 

ambient flows. For all flows extensive temperature distribution data 

at several cross sections were obtained and for some selected flows 

extensive sets of velocity profiles were also measured. 

The experimental data yielded a direct measurement of the 

distance required for mixing for each run. More detailed analyses 

120 

were based on the simplified Fickian form,and the width-averaged form 

of the steady-state convection-diffusion equation. The latter analysis 

included the heat transfer at the water surface . The two mixing coef­

ficients derived from the above analyses were the bulk vertical mixing 

coefficient, K, and they-dependent vertical heat transfer coefficient, 
y 

ETy• The first parameter was presented as a function of the initial 
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densimetric Froude number of the flow, F
00

• They-dependent vertical 

heat transfer coefficient was related to both the gross cross-sectional 

Froude number FDX' and the width-averaged Richardson number, Ri. 

Finally the above mixing parameters were used with the convection­

diffusion equation to mathematically model downstream temperature pro­

files for some selected runs. 

B. Conclusions 

The vertical mixing process has been described using several 

different parameters which are presented below. In general the results 

are presented in order of increasing detail and improved ability to 

portrEzy the physical phenomena realistically. 

(1) An experimental curve (Fig. 5.16) has been defined giving the 
XO 2u* 

dimensionless length -~U necessary to achieve nearly complete mixing, 

Ttop - Tbot xo.2u• 
i.e., = - T = 0~2. dU was found to decrease from about 55 at 

Tx - amb 

FDO = 0.5 to an asymptotic value of about 4.2 for F00 ~ 10. Though 

the environmental conditions were not constant for all tests, the vari­

ation from test to test was sufficiently limited, so that the data for 

all flow conditions are described by a well-defined curve. 

(2) Using the Fickian model and the reflection condition at the 

boundaries, experimentally-detennined values of the bulk vertical mix­

ing coefficient, K, were obtained for most experimental conditions, ex-
Y 

cept for the most stratified flows for which the analysis is inapplic-

able. A plot of the dimensionless qulk vertical mixing coefficient as 

a iunction 
1

of the initial densimetric Froude number, F00 , was obtained 
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(Fig. 5.17). The value of KY/u*rb increases from a value of about 

0.005 at FD0: 1.0 to an asymptotic value of about 0.063 for F~ 10. 

Using these values of K with the simplified Fickian form of the con-y 

vection-diffusion equation, is possible to predict with reasonable ac-

curacy (+20%) the form of the downstream temperature profiles for 

rapidly mixing flows (FDO ~ 8.o). 

(3) The normalized y-dependent vertical heat transfer coefficient 

~~In has been plotted as a t'unction , of the local width-averaged 

Richardson number, R. (Fig. 6.6). Tne resultant empirical relationship, 
1 

1 
(1+3.33 R.) 5/ 4 

1 

agrees well with the results of other experi-

menters. The curve shows that ETy approaches the value of the vertical 

mass transfer coefficient, EMy, for well mixed flows (low Ri). The 

tendency for ETy to decrease markedly for stratified flows (hip,h Ri) 

also illustrated. 

(4) The Richardson number was found to be not very useful for the 

purposes of this investigation. This was because it was very sensitive 

to changes in the velocity distribution and the exact velocity distri­

bution is rarely known in practical cases. Instead of using the local 

parameter R., two other paramete~s describing the overall mixing ten-
i 

dencies of the flow were used (1) the initial densimetric Froude number 

FDO =U/vgrb6p/pa , and (2) the cross-sectional densimetric Froude num­

ber FDX = U/lgrbbpx/pbfor successive cross sections downstream. 

(5) Empirical vertical distribution functions for the width-aver~ 

aged vertical heat transfer coefficient, ETy, were obtained by 
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relating parameters of the beta distribution function from progability 

theory to FDX (Figs. 6.2, 6.3, 6.4, and 6.5). In addition to the same 

trends for stratified and rapidly-mixing flows as described in (3) 

above, the empirical distribution functions indicated a distinct reduc­

tion of mixing in the uppermost portions of the flow where the tempera­

ture gradients were the greatest. Using the appropriate distributions 

of ETy- for different FDX values, the convection-diffusion equation, 

solved numerically in a step-wise fashion along the channel, gave 

vertical temperature distributions for downstream cross-sections. Know­

ing the surface heat loss, temperature profiles can be determined with­

in reasonable tolerances. The differences of the normalized excess 

temperatures, (Tw - TE)/6T, between the experimental values and the 

mathematical model were with.!. 2.5% in the lower portion of the flow 

(0 ~ n < .86) and within.!. 20% for the uppermost part of the flow 

(o.86 < n ~ .96) for the range of runs considered (1.2 ~ F00 < 8.3). 

C. Practical Applications 

Various techniques for predicting downstream temperature 

profiles, in a straight channel with a heated effluent introduced at 

the surface, were devised during the course of this investigation. 

Given a situation with the limited range of environmental 

conditions that were present during these tests (i.e., essentially 

summer conditions) it is possible to determine the length of channel 

necessary for nearly complete mising (F.g 5.16). 

With rapidly mixing flows (F00 .::_ 8.0) temperature profiles . 

can be computed using the Fickian equation as the mathematical 
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predictive model to a good order of accuracy. The heat loss rate need 

not be known and. the computer program for solving this equation j_s 

simple and straightforward. If no canputer is available, an analyti­

cal solution can be readily obtained.· 

For flows where the mixing is significantly inhibited by 

buoyancy effects, one must resort to the convection-diffusion equation 

using the empirical distribution functions for E.r,y· 

sary also to estimate the rate of surface heat loss. 

It is then neces-

. One of the accomplishments achieved in this thesis is that 

buoyancy effects due to the heated effluent have been accounted for 

in the distribution of ETy. This approach does not describe all the 

mechanisms at work due to the presence of the heated effluent, but it 

does yield a practical method of predicting downstream temperature 

profiles, even for flows of a partially stratified nature. It is 

hoped that a start has been made toward the prediction of temperature 

profiles in more complex cases. 

D. Suggestions for Future Research 

During the progress of this research project various problem~, 

were encountered which were not investigated in detail. These pheno­

mena could be topics for future research. 

(1) Secondary currents, which have been described in this 

thesis, contribute convective dispersion to the vertical mixing proces s . 

Further investigations could determine the magnitude of these effects 

as well as attempt to derive a mathematical model to describe this 

phenomenon. 

(2) It has been shown that the presence of a vertical density 
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gradient can alter the velocity distribution of the flowing stream. 

Further investigation may yield a workable mathematical model for des­

cribing this phenomenon, which would have utility for predicting velocity 

variations in stratified flows. 

(3) Flowing heated water which is cooling at the surface apparently 

has a steep temperature gradient which is confined to a very thin laye r 

near the surface. Further experimental studies, perhaps with the use of 

a radiometer, together with additional analysis, could help to determine 

the exact nature of the temperature profile very close to the water 

surface. 

(4) A complete mathematical model for the cooling losses present 

in the flume was not achieved and verified in this investigation. For 

tests in the future involving the use of heated water, consideration 

should be given to insulating the bottom and perhaps sides of the flume. 

In addition the environmental air temperature and relative humidity s hould 

be monitored more frequently at more numerous locattons around the f lwne. 

Use of a continously recording meteorograph above the water surface is 

r ecommended. 

(5) This thesis has dealt with a simplified case of nearly two­

dimensional, uniform flow. in a straight channel. Further investi~ations 

could branch out into more complex flow conditions, as for example, the 

mixing of heated effluents in a meandering channel • 
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Appendix A 

EXPERIMENTAL MEASUREMENTS AND PARAMETERS 



- - .. - - - ,_ - - - _, , .. _, - /- - - ·- -

Velocity tiT 
(f.p.s.) 

5 
0.1 . 15 

25 

5 
0.3 15 

25 

5 
0.5 15 

25 

5 
0.7 15 

25 

5 
0.9 15 

25 

5 
1.5 15 

25 

:·eri'Qtot > 

Table A.l: Basic Parameters for the Experimental Runs. 

Depth= 0.25 ft. Depth= 0.5 ft • 

..--- Entrance Conditions -----., 

Slope 
A B C D A B A A A A B A 

X X X X 
1.810 X 10-5 

X X 
X X X X X X X X X 

X X X X 

X X 
4 -4 X X 1. 29 X 10 

X X X X X 

X 
4 -4 X 3.2 7 X 10 X 

X X X 

X 
6 -4 X X 5. 29 X 10 

X 

X 
-4 X 9.050 X 10 

X 

X . -3 
X 2.338 X 10 
X 

1 1 1 1 1 1 1 
5 10 20 25 5 10 20 

Slope 

8.66 X 10-6 

6.928 X 10-5 

1.386 X 10-4 

I-' 
w 
0 
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Table A.2: Abbreviated Summary of Velocity Measurements. 

Cross sections in which ten velocity profiles were measured 
are listed in this table. There were in addition some cross 
sections, not listed in this table, where only a few selected 
velocity profiles were measured. In general the cross 
sections listed in this table were in the zone of best mix­
ing along the flume. 

Flow Designation 

V /25-3/0-0 (Ambient 
Only) 

V /25-3/10-5/A 

V /25-3/10-5/B 

V /25-3/10-15/ A 

V/25-3/10-15/B 

V/25-3/10-25/A 

V /25-3/10-25/B 

V /25-3/20-25/ A 

V/50-3/0-0 (Ambient) 

V/50-3/10-25/A 

Cross Section 
( x/d) 

30 
50 
90 

30 
50 
90 

30 

30 
50 
90 

30 

30 
50 
90 

140 

30 
50 
90 

50 
90 

140 

45 

45 
70 

100 

Average K Value 
For Middle 8 

Readings 

o.48 
o.47 
o.49 

o.47 
o.4o 
o.44 

o.49 

o.44 
o.4 2 
0.39 

O. l~ l1 

o.49 
o.45 
o.42 
0.39 

o.46 
o.42 
o.4o 

o.44 
o.4o 
0.111 

0.50 

o.47 
o.4o 
0.39 
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Flow Designation 

V/25-5/0-0 (Ambient) 

V /25-5/10-25/ A 

V/25-9/0-0 (Ambient) 

V /25-9/10-25/ A 

V /25-15/0-0 (Ambient) 

V /25-15/25-25/ A 
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Table A.2: ·. (Cont.) 
Average K Value 

Cross Section For Middle 8 
(X/d) Readings 

65 o.41 

40 0.36 
65 0.38 

100 0.36 

10 0.37 
20 0.39 

20 o.4o 

5 0.39 
20 0.36 

5 o.4o 



- - - - - - - - - ·- - -· - - - --- - -
Table A.3: Derived Experimental Pa7a:meters. 

Code Rup Symbol rb u* u ~ FOO 
No. u* 

(ft.) (fps.) (Multipl~ 
by 10) 

V /25--1/10-5/C 1 0.233 0.012 8.57 0.859 1.36 

V /25-1/10-5/D 2 0.233 0.012 8.57 0.850 1.35 

V /25-1/10-5/ A 3 0 0.233 0.012 8. 57 0.859 1.32 

V /25-1/10-5/B 4 Q 0.233 0.012 8.57 0.896 1.27 

V/50-1/10-5/A 5 0 0.397 0.011 9. 51 1.44 0.95 

V/50-1/10-5/B 6 ~ 0.397 0.011 9.50 1.46 0.96 

V/25-1/5-15/A 7 05 0.233 0.012 8.57 0.850 0.69 

V /25-1/ 5-15/B 8 05 0.233 0.012 8.57 0.850 0.72 

V /25-1/10-15/C 9 0.233 0.012 8.57 0.850 0.70 

V/25-1/10-15/D 10 0.233 0.012 8.57 0.859 0.70 

V /25-1/10-15/A 11 ~ 0.233 0.012 8.57 0.859 o.67 

V/25-1/10-15/B 12 ~ 0.233 0.012 8.57 o.896 0.71 

V /25-1/ 20-15/ A 13 ~20 0.233 0.012 8.57 0,850 0.73 

V / 50-1/10-15/ A 14 ~ o. 397 0.011 9. 50 1.47 o. 53 

V/50-1/10-15/B 15 ~ 0.397 o.ou 9. 50 1. 46 o. 54 

V/25-1/10-25/C 16 0.233 0.012 8. 57 0.850 0.58 

V /25-1/10-25/D 1: 0.233 0.012 8.57 0,850 0.57 1-J 
w 
w 



-------------------
Table A. 3: (Cont.) 

Code Run Symbol -rb u* u 
. ~ FDO 

No. u* 

( f't.) (fps.) (Multiply 
by 104 ) 

V/25-1/10-25/A 18 • 0.233 0.012 8.57 0.859 0.56 
V / 25-1/10-25/B 19 • 0.233 0.012 8,57 0.896 o. 54 
V/25-3/10-5/A 20 □ 0.234 0.033 9.14 2,55 4.09 
V/25-3/10-5/B 21 □ 0.235 0.033 9.13 2.69 3.85 
V/25-3/10-15/A 22 tiil 0.234 0.033 9,14 2,55 2.20 
V /25-3/10-15/B 23 tiil 0.235 0.033 9.13 2,69 2.11 
V /25-3/10-25/ A 24 ■ 0. 23!+ 0.033 9,14 2,55 1.61 
V /25-3/10-25/B 25 • 0,235 0,033 9.13 2.69 1.53 
V /25-3/20-25/ A 26 ■zo 0,235 0,033 9.13 2,69 1.64 
V/50-3/10-25/A 27 " o.401 0.030 10.03 4.61 1.20 
V / 50-3/10-25/B 28 • o.401 0,030 10.03 4.61 1.21 
V /25-5/10-5/A 29 A 0.234 0.049 10.12 4.34 6.38 
V /25-5/ 10-15/ A 30 4 0.234 0.049 10.12 4.34 3.58 
V/50-5/10-15/A 31 ~ 0,396 0.042 11.90 7,36 2.86 
V /25-5 / 10-25/ A 32 • 0,231.t 0.049 10.12 4.34 2.87 
V /25-5/10-25 / B 33 • 0,224 0.048 10.34 5,95 2.71 
V /25-5/20-25 / A 34 £ZO 0.233 0 .049 10.12 L,25 2.90 
V/25-7 /10-5/J-. 35 X 0,233 0.065 10,77 6.08 8,75 
V / 2 5-7 / 20- 5 / J.. 36 0.065 6.01 8,83 

f-' 
,Xzo 0.233 2.0,77 w 

~ 
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Table A,3: (Cont.) 

Code Run Symbol rb 
No, 

(ft.) 

V /25-7 /10-15/ A 37 i 0,233 

V /25-7 /10-25/A 38 I 0,233 

V/25-9/10-5/A 39 Ll 0,234 

V/25-9/10-15/A 40 ~ 0,234 

V /25-9/10-25/ A 41 ~ 0.234 

V /25-15/25-5/A 42 ~2,- 0.234 

V /25-15/25-15/A 43 ~·is 0.234 

V / 25-15/25-25/ A 44 ... 2.5 0.234 

u* u 
u* 

(fps.) 

0.065 10.77 

0.065 10,77 

0,083 10.91 

0,083 10,91 

0.083 10.91 

0.132 11.30 

0.133 11.30 

0.133 11.30 

~ 

(Multiply 
by 104) 

6.08 

6.48 

8,33 

8.33 

8.24 

13,3 

13,7 

13,7 

FOO 

5,05 

3,93 

11.96 

6.47 

4,59 

17.28 

11.19 

8.28 

f-1 
w 
Vl 



-------------------
Table A. 4: Background Experimental and Environmental Data. 

Normalized Date Cross Sections -
(Tamb-TE) Maximum Code of of Temp. Mea- t.T T T . RH ,,., 

Heat Loss Expt. surements amb air _,.E 

(% ) (OF) (X/d) (OF) (OF) (OF) (%) (OF) 

0,67 4.57 V/25-1/10-5/C 9/28/72 2,4,6,8,10,15, 5.24 75.51 75,0 83.0 71.1 
20 ,30 

0.50 7.05 V/25-1/10-5/D 9 /28/72 2.5,5,7,5,10, 4.75 75,05 71.0 81.5 68.o 
15,29,30,50 

2,87 4.55 V/25-1/10-5/A 9/28/72 5,15,50,100, 5.15 75,55 74.o 82.5 71.0 
140* ,180 

2.88 4,57 V/25-1/10-5/B 11/15/72 5,15,50,100, 5.06 80.07 73.0 57.0 65.5 
140*,180,220 

3.95 4.68 V /50-1/10-5/A 10/2/72 5,15,30,50,75, 6.31 72.98 73. 5 69.5 68.3 
110 

2.01 1.00 V/50-1/10-5/B 11/21/72 5,15,30,50,75, 4.64 81.50 71.0 61.0 64.5 
110 

1.00 6.82 V/25-1/5-15/A 8/29/72 10,50,100*, 17.48 74.02 69.8 82.5 67.2 
200 

7,95 3.96 V/25-1/5-15/B 11/21/72 10,50,100*, 15.02 81.66 73.0 69.0 67.7 
200 

2. 45 6.21 V/25-1/10-15/C 9/28/72 2.5,5,7,5,10, 16.54 75.21 71.8 82.0 69.0 
20,50,90,150 

6. 73 4. 95 V/25-1 /10-15 /D 9/28/72 10 , 30 , 50, 80, 16.58 75,35 72.8 84.o 70.4 
120,200 

7 . 32 5. 07 V/25-1/10-15/A 9/28/72 10,50,100*, 16.78 75 .47 73.2 84.o 70 . 4 
200 

' -{:_ 14 .12 V/25-1/10-15/B 11/15/72 10 ,50,100*, 200 15.20 80 . 02 73.2 59.0 65 . 9 f-' ~ . )~ w 
O'\ 
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Table A. 4: (Cont.) 

Normalized 
Maximum Date Cross Sections 

Heat Loss (T amb-TE) Code of of Temp. Mea- 6T T amb T . RH TE 
Expt. surements air 

(%) (OF) (X/d) (OF) (OF) (OF) (%) (OF) 

4. 65 6.34 V/25-1 / 20-15/A 8/29/72 6,20,50,134, 16.36 74.14 71.0 80.0 67.8 
174* ,214 ·-• 

3.45 4. 89 V/50-1/10-15/A 10/2/72 5,25,50,100 17.38 73. 59 74.o 69,5 68.7 

3.91 15,74 V/50-1/10-15/B 11/21/72 5 ,25 ,50 ,100 . 14.96 81.64 71.2 69.0 65.9 

6.38 6.82 V/25-1/10-25/C 9/29/72 4,8,12,26,42, 24.38 74.32 72.0 73.0 67.5 
74,114,174 

7.75 5,83 V /25-1/10-25/D 7/29/72 4,8,12,24,50, 24.26 74.23 71.8 18.0 68.4 
80,120 

8. 25 6.40 V/25-1/10-25/A 9/29/72 10,50,100*, 24.55 74 .20 71.3 80.0 67.8 
200 

6.68 13.40 V/25-1/10-25 /B 11/15/72 10,50,100*, 24.85 80 .00 74.3 58,0 66.6 
200 

1.45 5.81 V/25-3/10-5/A 8/30/72 4,8,12,20*,30*, 5.01 73.91 70.8 82.0 68.1 
50,70*,90 

0,96 12.32 V/25-3 /10-5/B 11/7 /72 4,8,12,20,30*, 5.23 80.42 73.8 66.o 68.1 
50,70,90 

4,l 7 5.71 V/25-3 / 10-15/A 8/30/72 5,10,30,50*, 16.24 73 .21 71.8 73.0 67.5 
90*,140*,200 

2. 37 13.62 V/25-3 /10-15/3 11 /9 /72 5,10,30,50*, 16.03 80 . 52 72.5 67 . 0 66 .9 
90,140 

7, 50 5.22 V/25- 3/ : 0-25 / J.. 8/30/72 5,10,30*, 50~ , 27,28 73 . 62 72 . 0 78.o 68.4 I-' 

90*,140*,200 w 
--.j 



-------------------
Table A. 4: (Cont.) 

Nornali ze d 
Maxinurn Date Cross Sections 

Heat Loss (T amb-TE) Code of of Temp. Mea- 6T T 
a.mb 

T . RH TE 
Expt. surements air 

(%) (OF) (X/d) (OF) (OF) (OF) (%) (OF) 

3.82 10.9 V/25-3/10-25/B 11/9/72 5,10,30,50, 26.16 80.60 76.0 65.0 69.7 
90*,140,200 

0.90 11. 59 V/ 25-3/20-25 /A ll/17/72 20,30,50,90, 24.37 79.69 73.8 66.o 68.l 
140,200 

2.92 6.36 V/50-3 /10-25/A 11/14/72 5,15,25*,45, 25,61 81.36 72.0 59.0 65.0 
70,100 

3. Bo 10.91 V/50-3 /10-25/B 11/14/72 5,15,25,45,70, 25.46 81.16 77.5 61.0 70.25 
100 

1.18 6.22 V/25-5 /10-5/A 10/3/72 5,10,20*,40, 5.64 75.52 74,5 70.0 69,3 
65,100 

3.14 5.74 V/ 25-5/10-15 / A 10/3/72 5,10,20*,40*, 17. 59 75.84 75.0 72.0 70.1 
65*,100,140 

3. 86 3.79 V/ 50-5 /10-15/A 10/2/72 5,15,30,50*, 14.78 74,99 75.0 78.o 71.2 
75,110 

3,85 5. 36 V/ 25- 5/10- 25/A 10/3/72 5,10,20*,40*, 23.52 76. 26 75,5 74.o 70.9 
65*,l00*,150, 
210 

7.80 14.94 V/ 25-5/10-25 /B 11/21/72 5,10,20*, 40, 25.05 81. 84 72.5 67. 0 66.9 
65,100,150 

0.92 1.20 V/ 25-5/20- 25/A 8/30/72 5,10 , 20*,40, 23. 34 74 , 20 70, 0 81. 5 67. 0 
75,110 

3. 29 7. 45 V/ 25- 7/10- 5/A l 0/4/72 5,10, 20*, 30*, 5. 84 75,85 73 .0 73. 0 68 . 4 
50,70,90 

0. 39 7. 46 V/ 25- 7/20- 15/A 8/ 30/72 5,10,15* ,20, 5. 73 74. 46 69 . 8 81. 5 67. 0 
40,70 ;-

w 
CX> 



-------------------
Table A.4: 

~ormalized 
Maximum Date 

Heat Loss (Tamb-TE) Code of 
Expt. 

(%) (OF) 

2, 39 7,38 V /25-7 /10-15/ A 10/4/72 

3.45 6. 41 V/25-7/10-25/A 10/4/72 

o.64 8.23 V/25-9/10-5/A 10/5/72 

2.01 7.44 V/25-9/10-15/A 10/5/72 

2.98 6. 89 V/25-9/10-25/A 10/5/72 

0.36 10.07 V /25-15/25-5 / A 10/6/72 

0.65 10.97 V/25-15/25-15/A 10/6/72 

0.98 9.94 V /25-15/25-25/ A 10/6/72 

(Cont.) 

Cross Sections 
of Temp. Mea- l T 

surernents 

(x/d) (OF) 

5,10,20*,40*, 15,74 
70*,110,150 

5,15,*,30*, 22.42 
50*,80,130,200 

5,10,18*,30*, 4.83 
50,80,120 

5,10,20*,40*, 14.96 
70*,120,180 

5,10,20*,30*, 27,90 
60*,100,150, 
220 

5,10,20*,30, 6,97 
50,80,120 

5,10,20*,30*, 14.oo 
50,80,120,170 

5,10,20*,40*, 23.65 
70,120,200 

T amb T . air 

(OF) (OF) 

76,18 73.8 

77.01 74.5 

76.63 72.8 

76. 84 73,8 

78,29 74,o 

78.47 72,0 

78,17 72,5 

78.29 72,5 

RH 

( % ) 

69,5 

78.o 

73.0 

73.5 

84.5 

78.o 

69.0 

75,0 

T.,, 
~ 

(OF) 

68.8 

70.7 

6~.L 

69.4 

71.4 

68.4 

67.2 

68.35 

f-' 
w 
\D 
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PROGRAM B.l: FICKIAN EQUATION 

C PREDICTING TEMPERATURE PROFILES USING FICKIAN ASSUMPTIONS 
C RUN V/25-3/10-5/A, DX•l/100, DY•l/50 
C NOTE: THE ORDER UF THE SUBSCRIPTS IN Tll,JJ HAS BEEN REVERSED 
C FROM THE ORDER USEO IN THE THESIS TEXT 
C AK• VON KARMAN$ COEFFICIENT 
C XU• DIMENSIONLESS DISTANCE TO INITIAL CONDITIONS 
C USTAP• SHEAR VELOCITY 
C UAVUST• AVE VEL/ SHEAR VEL 
C AKY• CONSTANT DIFFUSION COEFFICIENT 
C VEL• AVE VEL 
C OELTEM• EfflUENT TE~P-AMB TEMP 
C RBaCORRECTED EFFECTIVE DEPTH 
C NO• NUMBER OF HEAT LOSS READINGS READ IN 
C NP• NO OF PRINTOUTS AFTER INITIAL READING 

COMMON TC2,lOOJ,Xl25),Yl25J 
READl5,2001 XO,UAVUST,AK,AKY,VEL,DELTEM,RO,USTAR,M,N,NO,NP 

200 FORMATl8Fl0.5/415J 
C WRITE OUT MAIN PARVETERS 

WRITEl6,202J XO,UAVUST,AK,AKY,VEL,DELTEM,RB,USTAR,M,N,NO,NP 
202 fOkMAT ( 1 XO, UAVUST, AK, AKY, VEL, OELTEM R8, 

1 USTAR, M, N, NO ,NP 1 /BFl0.5,415//) 
AN•N 
loM•M 
DY•l. /AN 
DX•l./AM 
Ul•l./UAVUST 

C READ IN INITIAL TEMP PROFILE 
JI E AO l 5, 2 0 lJ lT l l , J J , J • l, N ) 

201 FORMAT(lOF8.4) 
WRITEl6,40) XO,lTl 1,1>,1•1,N) 

40 FORMAT lF8.3/Cl0Fl0.5JJ 
C READ IN CU~ULATIVE SURFACE HEAT LOSS VS. X/0 

REA0l5,44J CXCI),YlI),1•1,NO) 
44 FORMATIZfl0.51 

O•OX/IDY•DY I 
C ~2• NUMBER OF STEPS BETWEEN PRINTOUTS 

H2•400 
AH2•H2 
XC•XO 
AX•A~Z/AM 

C 00 AS MANY TIMES AS PRINTOUTS 
DO 21 K•l,NP 
JICsXC+AX 
CO 4 l•l,M2 

C COMPUTE BOUNDARY VALUES 

L41 
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TCZ,lJ•TCl,lJ•D•AKY•ur•crc1,21-TCl,lJJ 
TC2,N)•T(l,NJ•D•AKY•u1•crc1,N-lJ-TCl,NJJ 

C COMPUTE VALUES INTERlOR TO 80UNOARIES 
ICA•N-1 
00 5 J•2,t<A 

5 TC2,JJ•TC1,JJ•D•Ul•AKY•CTCl,J ♦ l)-2.•TC1,JJ ♦T(l,J-lJJ 
00 4 J•l,N 

~ TC1,JJ•TC2,JJ 
JFCK.E0.1J M2•400 
IF(K.E0.2J "'2•400 
IF(K.EQ.3J M2•800 
IFCK.EQ.4) M2al000 
IF (K.EQ.5J M2•2000 
IFlK.EQ.6) M2•ZOOO 
IF(K.EQ.71 M2•2000 
AH2•H2 
AX•AM2/AM 

21 WRlTE(6,40J XC,IT(l,JJ,J~l,NJ 
CALL EXIT 

ENO 
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PROGRAM B.2: CONVECTION-DIFFUSION EQUATION WITH ETy 

C PREDICTING TEMPERATURE PROFILES USING EMPIRICAL DISTRIBUTION 
C FUNCTIONS FOR ETIYI. 
C RUN V/2~3/10-25/A , DX•l/10,000, DY•l/50 
C NOTE: T~E ORDER Of THE SUBSCRIPTS IN TII,Jl HAS BEEN REVERSED 
C FROM THE ORDER USED IN THE THESIS TEXT 
C AK• VO~ KARMAN'S COEFFICIENT 
C XO• DIMENSIONLESS DISTANCE TO THE INITIAL CONDITIONS 
C UAVUST• AVE VEL/ SHEAR VEL 
C NO• NUMeER OF SURFACE HEAT LOSS READINGS READ IN 
C OELTEM• EFFLUENT TEMP-AMB TEMP 
C Tl,Rl,CI• INITIAL VALUES OF BETA PARAMETERS 
C EIJJ•TRANSFER COEFFJCIENT•6/IAK•RB•USTARJ 
C RB• CORRECTEU EFFECTIVE DEPTH 
C USTAR• SHEAR VELOCITY 
C NP• NO GF PRINTOUTS AFTER INITIAL READING 

COMMON TIZ,1001,Xl ~OJ,Yl50J,CTPTl100l,~D(lOOl,UlllOO),UllOOI 
l,TEHPl601,DENSlbOl,FJDXA(60J,TAl60l,RAl60l,CAl60l,EllOOl,CTPTC(lOO 
2J 

C READ IN BASIC PARAMETERS FOR THE RUN 
READ(5,20l XO,AK,UA~UST,DELTEM,TI,RI,CI,RB,USTAR,QEFF,UP,AMBTP,M,N 

l,NO,NP 
20 FORMAT (8Fl0.5/4Fl0.5,4I81 

~RITEl6,2ZJXO,AK,UAVUST,DELTEM,TI,RI,CI,RB,USTAR,QEFF,DP,AMBTP,M,N 
1,NO,NP 

22 FORMAT(' LIST Of BASIC ~ARAHETERS 1 /12F9.5/4I8l 
C NOTE: FIDX FOR INITJAL 1 COND,AVG VEL,ECTEM ~ND QTOT ENTERED ~ERE 

FIOX•l.835 
~EL•0.3 
EQTEM•6B.4 
QTOT•.1875 
AN•N 
AH•M 
CY•l./AN 
OX•l./AH 

C RtAO IN INITIAL TEMP PROFILE 
READ 15,2011 ITll,Jl,J•l,NJ 

201 FORMAT (lOF8.4J 
CO 190 J 2 l,N 

190 Tll,Jl•(T(l,JJ-EQTEMI/DELTEM 
C READ IN ETA LDCAT(ONS AT HID POINTS Of INCREMENTS 

READ15,25l ICTPTIIJ,1•1,Nl 
25 FORMATl8f10.~J 

C CALCULATING UICI) AT HID POINT Of EACH INCREMENT 
C FIRST CALCULATE THE TWO MOST BOTTOM VELOCITIES (ASSU~E LINEAR RELATION, 
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Ul2)• CUSTAR/AKJ•llALOGCCTPTl2))J ♦ l.J•VEL 
U(ll•0.33l3•Ul2J 

ll>C21•Ul2J/~EL 
UO( 1 J•U I lJ/VEL 
UIC2J•l./UOl2J 
UICll•l./UOCll 
DO 40 J•J,N 
UIJJ•CUSTAR/AKJ•CCALOGCCTPTCJJJ)tl.J•VEL 
UO ( J ) • U l J) / V EL 

40 UJ(J)cl./UDCJJ 
C READ IN CUMULATIVE HEAT LOSS VS. X/0 

CO 46 1•1,NO 
~EAOC5,44J CXlil,Yllll 

44 FORMAT C2Fl0.51 
46 CONTINUE 

C READ IN TEMP AND DENSITY CURVE 
PEAOl5,271 lTEMPINl),Nl•l,51) 

27 FORMAT(l0f8.31 
REAOl5,211J , IDENSCNI),Nl•l,511 

28 FORMAT l8Fl0.6J 
C READ lN TIBLES FOR BETA PARAMETERS FIOX,T,R,C 

CO 33 I•l,50 
REAOl5,32) IFIUXA( I J,TAl 11,RAC II ,CA( ll l 

32 FORMAT C4Fl0.5l 
33 CONTINUE 

C USl~G ORIGINAL VALUES OF T,R,C CALCULATE CRIGINAL VALUES OF tlll 
C El I) MEASURED AT BOTT0 ,'1 OF INCREMENT 

. DO 29 J=l,N 
29 CTPTCCJJzCTPTlJJ-0.0l 

CO 30 Ji: 1,N 
23 CCTPTcl.-CTPTCIJJ 

RM•Rl-1. 
OIFF•T 1-Rl 
TH•DJFF-1. 
EIJJ•l4.3•Cl•CTPTC(Jl••RM•CCTPT••TM 

30 CONTINUE 
C CALCULATE DEPTH AVERAGED VALUES AND NOPMALIZEO FLUX FOR 
C INITIAL CONDITION 
C INITIAL HEAT FLUX IN EXCESS OF EQTE~•EFLUX 
C ETHAV = AVE VALUE OF DIMENSIONLESS TRANSFER COEFFICIENT,ET/RB•USTAR 

EfLUX•Cl0EFF•UELTEM) ♦ (QTOT•lAMBTP-EQTEM)ll•62.4 
FLUX•O.O 
ETHAV•O. 0 
00 45 J:sl,N 
FLUX•FLUX+TCl,Jl•UCJ) 

45 ETHAV=ETt-AV+EIJ)/A~ 
ETHAV•t THAV/14. 3 
FLUX•FLUX•i.s•o.02•0P•62.4•DELTEM 
FLUXN•FLUX/EFLUX 
~RJTEC6,501 xo,ETHAV,FLUXN,FIDX,ITll,JJ,J•l,N) 

50 fORMAT(//4Fl0.5/llOFl0.5l) 
D•OX/CDY•OYJ 

Ol•DX/DY 
C MZ• NUMBER OF STEPS BETWEEN PRINTOUTS 

~2•5.•AK ♦USTAR• 10000./(6.•VELJ 
JM2•M2 
•x• AM2/ AM 
XC•XO 

C DO AS MANY TIMES AS PRINTOUT 
·oo 21 K•l,NP 

XC•XC+AX 
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CALL SURLOSIXC,YC,VEL,AK,USTAR,RB,DELTEM,NO) 
00 4 I• 1 ,H2 

C FIRST cmtPUTE BOUNDARY VALUES 
TIZ,l)•Tll,l)•D•E(2)•Ul(l)*IT(l,2)-T(l,lll 
Tl 2, N, "T, 1, N > +o•e, N, •u1 , N 1 •, T, 1, i+- u-H 1, N 1 1- cvc•u 1 , N > •o u 

C COHP~TE VALUES INTERIO~ TO HCUNOARJES 
ICA•N-1 
CO 5 J•2,KA 

5 TIZ,J)•TU,JJ ♦D•UI IJ)*(EIJ+l)•ITCl,J+l)-T(l,J))-E(J)•CTll,JI-T(l,J 
1-1>» 

DO 4 J•l,N 
4 Hl,JJ•T12,Jl 

C COMPUTE NORMALIZED FLUX ANO ETHAV AT PRINTOUT POSITION 
fLUX•0.0 
ETHAV•0.0 
00 6 J•l,N 
ETHAV•ETHAV+E(JI/AN 

6 FLUX•FLUX+Tll,J)*UIJI 
ETHAV•ETHAV/ 14. 3 
FLUX•FLUX•2.s•o.02•0P•62.4*DELTEH 
FLUXN•FLUX/EFLUX 

C COMPUTE Tl,R ANO C FOR NEXT STEP LENGTH 
C FIRST COMPUTE FIOX FOR TEMPS AT ENO OF PREVIOUS STEP (AND 
C THUS THE BEGINNING OF THE NEXT STEP J 

THIN•0.5 ♦ (Tll,41+T(l,5)) 
THAX•0.5•1Tll,N-l)+Ttl,N-211 
CALL RELOEN(TMAX,THIN,DELOEN,DELTEM,AMBTP,EQTEH) 
FIDX•VEL/(SQRT(32.2•RB•DELOfNII 

C PRINT OUT RESULTS 
WRITEC6,60) XC,ETHAV,FLJXN,FICX,(T(l,Jl,J•l,NI 

60 FORMATl//4Fl0■ 5/(l0fl0.51) 
CALL 8ETPRO(FJOX,Tl,R,C) 

C COMPUTE NEW VALUES Of E(I), MEAS AT BOTTO~ OF INCREMENT 
00 70 J• 1,N 
CCTPT•l.-CTPTCIJ) 
RH•R-1. 
Olff•Tl-R 
TH•DIFF-1. 

70 EIJl•l4.3•C•CTPTC(JJ••RM•CCTPT••TM 
C COMPUTE STEP LENGTH FOR THE NEXT PRINTOUT 

If I K • E Q. 11 GO TO 1 1 
lf(K.EQ.21 GO TO 12 
lf(K.EQ.31 GO TO 13 
lf(K.EQ.4) GO TO 14 
lf(K.E0.51 GO TO 15 
GO TO 21 

11 ~2•200000.•AK*USTAR/(6.•VELI 
GO TO 19 

12 ~2•200000.•AK•USTAR/16.•VEL) 
GO TO 19 

13 H2• 400000.•AK•USTAR/16.•VELJ 
GO TO 19 

14 "2c 500000. •AK•UST AR/16.•VEL) 
GO TO 19 

15 "2•600000.•AK*USTAR/(6.•VELI 
19 •H2•M2 

•X•AM2/ AH 
21 CONTINUE 

CALL EXIT 
END 
SUBROUTINE SURLOS(XC,YC,VEL,AK,USTAR,R8,DELTEH,NO) 
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C GIVEN A VALUE Of DIMENSIONLESS XC, GET A VALUE OF DIMENSIONLESS 
C SURFACE HEAT LOSS RATE YC 

COMMON T12,100),Xl50l,Yl50J,CTPTl1001,UDl100),Ulll001,Ull001 
1,TEMP(60J,OENS(60J,FIOXA(60l,TA(601,RAl60l,CAl60l,El1001,CTPTC(l00 
21 

C TO CHANGE XC TO X/0 
XC•XC•(6.•VEL)/(AK•USTA~J 
00 10 K•l,NO 
Jf(XCKI .GT.XCJ GO TO ZO 

10 CONTINUE 
20 OX•X(KI-XIK-11 

OY•YIKJ-Y(K-11 
"•DY/OX 
YC•YC•6.0/(Z.5•6Z.~•AK•~B•USTAR•DELTEMI 
XC•XC•IAK•USTARl/16.•VELI 
flETURN 
ENO 
SUBROUTINE RELDEN ITHAX,THIN,OELDE~,DELTEM,AMBTP,EQTEMI 

C TO FINO DELTA KHO/kHO, TEMPS GIVEN AS DIMENSIONLESS 
COMMON T 12, 1001, X( 50), Y ( 50 I, C TPT 1100 I , UO I l 00 I , U I I l 00 l, U I l 00 I 

l,TEMP(60),0ENSl60J,FIDXA(60l,TAl601,RAl601,CA(601,E(100J,CTPTCl100 
21 

TMIN•ll(TMIN•DELTEMJ+EQTEMJ-32.)•5./9. 
TMAX•C((TMAX•DELTEMJ+EQTEMJ-32.1•5./9. 
DO 75 IN•2,51 
IFCTHIN.LT.TEMP(JNII GO TO 77 

lS CONTINUE 
C INTERPOLATION PROCEDURE 

77 Dlff•TEHPCINJ-TMJN 
INB•IN-1 
DENSAMsOENSIINl+IOJFF/0.51*(0ENS(INBI-DENSIINJl 
DO 78 I N•2, 51 
IF(TMAX.LT.TEMP(IN)I GO TO 19 

78 CONTINUE 
79 Diffs TEMPCINJ-TMAX 

IN8•IN-l 
CENSEF uQENS(INl+(Olff/0.5J•IOENSIINB)-DENSl[Nll 
CELDEN•(OENSAM-OENSEFJ/OENSAH 
flETURN 
t:NO 
SUBROUTINE BETPROIFIDX,Tl,R,CI 
COHM0"4 T (2, 100 I , XI 50 J, YI 50 1, C TPT ( 1001, UO I l 00 I, U I I 100 I ,U I l 00 I 

1,TEMPl60l,OENS(oOJ,FIOXAl60J,TAl601,RAl601,CAl60),E(lOOl,CTPTCl100 
21 

00 20 1•2,50 
IF(fIOXA(I).GT.FIOXJ GO TO 30 

20 CONT [NUE 
30 Oiff•f IOXA( ll-FIOX 

BT •TA ( l - l) - TA I I l 
AT•f IOXA U l-f IOXAI 1-lJ 
DEL TA•BT •DI FF /AT 
Tl•TA(I)+OELTA 
BR•RAf 1-11-RA( I) 
OELRA•BR•OI FF/AT 
R•RA I I I +OELRA 
CR•CAI 1-11-CA( I J 
OELCA•C R•O I Ff/ AT 
C•CA ( I J +DEL CA 
FE TURN 
ENO 




