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SUMMARY 

The objective of the research reported here was 
to investigate the usefulness of distributed lag 
economic models and autocorrelated error statisti
cal models for analysis of monthly and quar terly 
food demand. Distributed lags are a way of in
corporating dynamic considerations into econo
metric models of consumer demand. In the dis
tributed lag model used here, current consumption 
is the dependent variable, and lagged consumption 
is one explanatory variable. Testing the signifi
cance of the coefficient of lagged consumption 
tests the hypothesis of a lag in consumer adjust
ment to conditions affecting demand. 

The presence of autocorrelated errors can have 
serious effects on least squares (L.S.) estimates 
of coefficients. Autocorrelated errors may fre
quently occur in equations fitted to monthly and 
quarterly data. Therefore, equations were esti
mated by autoregressive least squares (A.L.S.) as 
well as by least squares. A.L.S.-1 assumes the 
errors Ut to follow a first order autoregressive 
scheme, Ut = ,B1U t-, + et• It provides simultaneous 
estimates of ,B, and of the coefficients in the 
demand equation. A.L.S.-2 assumes the errors to 
be generated by a second order autoregressive 
process, Ut = ,B1U t-1 + /3,U,-2 + et. It provides 
simultaneous estimates of ,B,, ,82 and the co
efficients in the demand equation. 

Data from the Michigan State University con
sumer panel were used. Static and dynamic equa
tions for beef, pork, fryers and total fresh red 
meat were estimated with monthly and quarterly 
data by L.S. and by A.L.S. Static and dynamic 
demand equations for cheese, eggs and fresh milk 
were estimated with quarterly data by L.S. and 
A.L.S. 

Distributed lag models appear to be sufficientiy 
useful in the analysis of monthly and quarterly 
data to justify their regular use in such analyses. 
There was strong evidence (significant at the 5- or 
1-percent level) of a lag in consumer adjustment 
in monthly pork and fryer demand and quarterly 
cheese demand. There was weak evidence (signi
ficant at the 10-percent level) of a lag in consumer 
reaction in monthly total meat demand and in 
quarterly fryer and fresh milk demand. For the 
commodities for which there was a lag in adjust
ment, the total adjustment was substantially 
completed within 1 year of the price or income 
change. 

Our results suggest that the econometrician 
using monthly or quarterly data would be wise to 
assume autocorrelated errors and to estimate his 
equations accordingly. There was significant 
evidence of autocorrelated errors in half the equa
tions estimated. Estimation with A.L.S. resulted 
in important differences in magnitudes and levels 
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of significance of coefficients. One-fifth of the 
coefficients in equations with autocorrelated 
errors were significant by L.S., but nonsignificant 
by A.L.S., or vice versa. In nearly all of the equa
tions in which A.L.S. indicated the presence of 
autocorrelated errors, half or more of the A.L.S. 
coefficients differed from the corresponding L.S. 
coefficients by 20 percent or more. 

It appears that second-order error models are 
rarely so useful as first-order error models. 

It has been argued that one reason for the ex
istence of autocorrelated errors is the omission of 
relevant variables and, specifically, that the 
absence of lagged values of the dependent variable 
is one cause of autocorrelated errors. The results 
of this study suggest that the addition of relevant 
variables may introduce autocorrelation about as 
frequently as it eliminates autocorrelation. This 
holds for lagged values of the dependent variable 
as well as for other variables. 

Hildreth and Lu have proposed a method for 
obtaining estimates under the assumption of first
order autoregressive errors. The A.L.S. estimation 
procedure was compared with the Hildreth and Lu 
method. Differences between the coefficients were 
negligible. The von Neumann-Hart ratio and the 
Durbin-Watson d statistic appear to be weak tests 
for autocorrelation in errors. A.L.S. estimation 
appear s to furnish a more powerful test for auto
correlation, especially in equations containing the 
lagged dependent variable. 

More work is needed, either theoretical or Monte 
Carlo or both, so that we may develop improved 
tests for autocorrelation in errors and may learn 
more about the properties of A.L.S. estimates and 
of other procedures that may be used in the pre
sence of autocorrelated errors. 

For the food items studied extensively in this 
research, the significant economic determinants of 
demand were: 

(a) Beef-beef price, pork pr ice, income; 
(b) Pork-beef price, pork price, fryer price : 
(c) Fryers-fryer price, price of meats other 

than beef and pork, income; 
(d) Total fresh red meat-fryer price, meat 

price, income; 
( e) Cheese-cheese price, income; 
(f) Eggs-egg price, fryer price; 
(g) Fluid milk-dried milk price. 

Temperature has a significant effect on food 
demand. There are, however, seasonal variations 
in demand that are not adequately explained by 
temperature. Results obtained by the use of 
seasonal dummy variables (D ;t = 1 in i-th 
season; D ; t = 0 in all other seasons) were superior 
to those obtained by the use of temperature. 



Application of Distributed Lag and 

Models to Autocorrelated Error 

Short-Run Demand Analysis 1 

by George W. Ladd and James E. Martin 

. Much _effort has been expended in analyzing 
time senes data to determine characteristics of 
consumer demand for food. Usually, the year has 
been used in these analyses as the unit observa
tion period, and the analyses have been based on 
static e_conomic theory. In recent years, dynamic 
economic theory has been used in food-demand 
analyse~ through the introduction of the concept 
of d1stnbuted lags. In most studies, however the 
year still is used as the unit observation pe~iod. 
Recently an increasing number of studies have 
been made with the quarter or the month as the 
unit observation period. 

It is quite possible that, at least for some com
modities, dynamic influences are important deter
minants of monthly or quarterly demand, whereas 
static considerations are sufficient to explain an
nual ?emand. There may be a lag in consumers' 
reactions to changes in determinants of demand 
and the lags may be more than 1 month or i 
quarter, but less than 1 year, in duration. Con
ditions would be expected to be more favorab le to 
the validity of distributed lag models in monthly 
or quarterly data than in annual data. 

The concepts of distributed lags might be fruit
fully used in analyses of monthly or quarterly 
data. Problems arising from autocorrelated errors, 
however, may be serious with the use of these 
short unit observation periods. Since the presence 
of autocorrelated errors can lead to inefficient 
estimates when the least squares method is used, 
and even to biased estimates in distributed lag 
models, it is desirable to investigate the auto
correlation properties of the errors when using 
short unit observation periods. 

In this study, Michigan State University con
sumer panel data were analyzed by using the 
quarter and then 4 weeks as the observation 
period. The objective of the study was to deter-

1Project 1 355 o f the Iowa Ag ri cul tu ral and Home E co nomi cs Experi
men t Statio n. The research repo1ted he re \vas part iall y finan ced by a 
g ra nt from t he N atio na l Scien ce Foundation. The autho rs are g rate
fu l to Professo r James D. S haff e r of t he Mi chigan State University 
Oepal'tment of A g ricul t ura l E conomics for furni shing data from t he 
openttion of the Mi chi gan State University consumer panel. 

mine the usefulness of distributed lag models and 
autocorrelated error models in the analysis of 
monthly and quarterly consumer demand. 

DYNAMICS OF DEMAND 

Stigler (27, pp. 93-95), Friedman ( 4), Duesen
berry (2), Modigliani (22), Katona (15, p. 43), 
Bilkey (1, p. 150), Nerlove (23), Ladd and Tedford 
(19) and others have argued that there may be 
lags in consumer responses to new situations. 
Several writers have used the dichotomy of short
run and long-run elasticities to describe one type 
of lag. 

In the theory of the firm, the distinction be
tween the short run and the long run traditionally 
has been related to the distinction between fixed 
and variable inputs. In the short run, the available 
volume of some inputs is fixed; in the long run, 
the volume of all inputs is variable. 

The distinction between short-run and long-run 
consumer demand elasticities may be clarified 
by expressing a model of consumer demand as a 
maximization problem, with an objective (utility) 
function and constraints. If the only constraint 
is the budget constraint, we have formulated a 
model of long-run behavior. In the decisions a con
sumer makes this month, however, there are other 
operational constraints. The number (more pre
cisely the area) of paintings, murals or re
productions purchased may be limited by the 
number of square feet of wall space available. The 
amount of frozen food purchased may be limited 
by the volume of freezer space available in the 
refrigerator or home freezer. The amount of 
clothing purchased may be restricted by closet and 
dresser drawer space available. A model contain
ing these or similar constraints, as well as the in
come constraint, is a model of short-run behavior. 
Long-run elasticities are obtained from the first 
model; short-run elasticities, from the second 
model. 

It can be proven that a long-run elasticity of 
supply can be no smaller than the short-run 
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elasticity. The same conclusion would apply to 
the demand elasticities derived from these models. 
This distinction between short-run and long-run 
demand elasticities is analogous to the distinction 
between short run and long run in the theory of 
the firm. 

Unfortunately this distinction is not com
prehensive. Among the other bases advanced for 
expecting differences between immediate (short
run) and delayed (long-run) responses are im
perfect knowledge and habit. Consumers may not 
be immediately aware of price changes. Even if 
they are aware, habit may delay their reaction. 
Time and experimentation may be required to dis
cover the new optimum plan. With frequently 
purchased staples, such as meats, imperfect know
ledge may be of little importance in producing lag
ged effects. Habit, on the other hand, may be an 
important factor in producing these lagged effects 
with frequently purchased items. Small changes 
in the price of a frequently purchased item may 
not result in a re-evaluation of the consumer's con
sumption pattern. However, if these small changes 
persist in the same direction over a period of time, 
the price differential may become large enough to 
warrant the consumer's re-evaluation of his con
sumption pattern. 

Koyck Model 

Koyck has presented one model that may be 
used to measure contemporaneous and lagged 
effects ( 17). Suppose current demand, y t, can 
reasonably be stated as a linear function of cur
rent and past prices, Xtt and X1H, and current and 
past income, X,c and X2H • Ignoring constant terms, 
current demand is 

(1.1) Yt = ::Sbli X1t- i + ::Sb2; X2t- i + Ut, 
i = 0, 1, ... , n. 

If b, ; = b, ; = 0 for i > 1, this reduces to a conven
tional static linear demand equation. 

Assume 

b ,; b2; 
(1.2) -- = -- = "-; i > l; - 1 < ,\ < 1. 

b, ;-1 b, ;-1 
Substituting equation 1.2 into equation 1.1: 

(1.3) Y, = b, o l,\;X, t- i + b2o~A;Xtt-i + Ut. 

Multiplying equation 1.3 lagged one period by A 
and subtracting from equation 1.1 yields 

(1.4) Yt = b10X1t + bto X2t + "-Yt-1 + 
Ut - ,\ Ut-1° 

Assume that, up to time period zero, X1t and 
x2t have been zero and that, between time periods 
zero and one, x, t rises to 1 and then remains con
stant. Assume Ut-i = 0 for a ll j. After this once-
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for-all change in x, ,, actual demand has achieved 
the new equilibrium level of demand when y , = 
y t+ Denote this e~uilibrium level by (y )t. 

(1.5) (y) t = ~ 
l - ,\ 

Then b, 0 x, / (1 - ,\)y is the long-run elasticity. 

Actual consumption at any time will be 

(1.6) 

Since 
(1.7) Yt - Yt-1= b t0 ,\t-l 

and 

(1.8) 
b10 "- t-1 

(y) l - Yt-1 = 1 - A 

it follows that 

(1.9) y ; - Yt-1 = (l - ,\) [(Y) t - Yt-,J 

and also that 

(1.10) 

This indicates that, at the end of each period t, the 
proportion 1 - A t of the total adjustment will have 
taken place. 

From equation 1.9 

(1.11) 

Substituting 1.4 

b,0 b to Ut - AU t-t 
(1.12 (y) t=--Xu + --Xtt + ----

1- ,\ 1 - A 1- A 

Nerlove Model 

Koyck assumes equations 1.1 and 1.2. All_ the 
other equations follow from these assumpt10ns. 
Nerlove has presented an alternative argument 
(23). Writing down his assumptions, replacing 
1- ,\ by y as he does, we have. 

(1.9') Yt - y,_, = y [(y)t - Yt-,J + W t 

(l.12') (y) l = a, oXt t + a 20X2t + Vt 

where a, 0 = b t0/ (1- ,\) and a 20 = bto! (1 --- ,\). 
Note that - 1 < ,\ < 1 implies O < y < 2. 

Except for the stochastic terms, Nerlove's ~s
sumptions are conclusions in Koyck's analysis. 
The difference equation, 1.9', can be solved as 

(1.13) Yt = y ~(1 - y)i (Y) t- i + ~(1 - y)iw t- i 
i = 0, 1, .. . , n. 

Substituting equation 1.12' and lagged versions of 
equation 1.12' into equation 1.13, 



(1.14) Y t = a10y l (1 - y) ixit-i + a20Y 
l(l - y)% L- i + y l(l - y)iV t-i 

+ l(l - y)iwt-i . 

Now a; uy = b ;o. Except for the stochastic terms 
equation 1.14 is the same as equation 1.3. Hence'. 
we can say that, in their economic content the two 
proced~res simply exchange assumpti~ns and 
conclus10ns. 

The reduced equation in the Nerlove model 
_(obtained by substituting equation 1.12' into 1.9') 
lS: 

(1.4') Yt = a1 0Y X1 1 + a 20Y X2L + (l - y)Yt-1 
+ y Vt+ W l , 

The Koy ck and N er love models permit three 
types of adjustment of actual consumption to a 
:1ew ~quilib~ium consumption level after a change 
m pnce or mcome. The hypothetical situations in 
fig. 1 are drawn to represent a situation where 
price has remained constant for all periods for 
t < 0. Price, the solid lines P L, is then assumed to 
decrease one unit between periods zero and one 
and to remain constant at the lower level. The 
equilibrium level of consumption, the solid lines 
(~) L, changes two units simultaneously with the 
price change. If consumers immediately adjust 
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F_ig . 1. Hypothetic~! exa~ples of the types of adjustment to equilib
rium that are possible with the Koyck and Nerlove distributed lag 
models (underadjustment, top; overadjustment, bottom) . 

actual consumption to the new equilibrium con
sumption level, actual consumption coincides with 
equilibrium consumption; i.e., there is no lagged 
effect, and,\ and 1- y in equations 1.4 and 1.4' will 
be zero. 

In the top portion of fig. 1, ,\ and 1- y are as
s_umed to be 0.5. Actual consumption, the dashed 
lme, moves toward the new equilibrium con
sumption level by half the distance between the 
current equilibrium level and the actual level the 
l~st period. This type of adjustment may be con
sidered an underadj ustment. 

In the lower portion of fig. 1, ,\ and 1- y are 
assumed. to be - 0.5. Actual consumption, the 
dashed hne, moves toward the new equi librium 
consumption level by overshooting the equilibrium 
level by an amount equal to half the distance be
tween the equilibrium level and the actual level 
last period. This type of adjustment may be con
sidered an_ overadjustment of actual consumption. 
The overadj ustment of actual consumption could 
be the result of inaccurate anticipation or expecta
tions on the part of the consumer. For example 
if the price of a commodity decreases betwee~ 
periods zero and one, the consumer with inelastic 
expectations may anticipate a higher price be
tween periods one and two. As a result of these 
expectations, the quantity of the commodity 
purchased might exceed the new equilibrium level. 
"Special sales" for short periods could produce 
consumer behavior of this type. This type of over
adjustment may also be the result of the con
sumer's imperfect knowledge of the optimum 
product mix in the new situation. 

The Duesenberry, Katona and Bilkey hypo
theses that the consumer continuously acquires 
new attitudes and motives are inconsistent with 
either of the types of adjustment depicted in fig . 
1. Essentially these hypotheses constitute a re
laxation of the assumption of fixed preferences, 
and "the" equilibrium quantity is undefined. The 
equilibrium quantity varies. 

Tests of the hypotheses underlying fig. 1 cannot 
be performed until several statistical assumptions 
have been made. We next discuss estimation pro
cedures. 

STATISTICAL CONS I DE RATIONS 

The least squares (L.S.) approach and a modi
fication of this approach, autoregressive least 
squares (A.L.S.), are employed in this study. The 
properties of these two methods of estimation will 
be considered in detail since most of the equations 
selected for investigation in the empirical sections 
will be estimated by each of these methods. The 
use of both estimation techniques makes possible 
statistical comparisons of the estimates obtained 
when the same economic relationship is fitted 
under different error assumptions. 
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A regression equation may be written in matrix 
notation as: 

(2.1) Y = Xb + u 
where Y is a column vector of T observations on 
the dependent variable, b is a column vector of r 
unknown coefficients, X is a matrix of in
dependent variables, X ; l (i = 1 ... r), and u is a 
column vector of errors in the equation. The L.S. 
estimate of bis 

(2.2) est b = [X'X] - 1 X'Y. 
If it is assumed that: 

(2.3.1) E [u l] = 0 all t 
(2.3.2) E [u l2

] = cr2 < oo 
(2.3.3) E [U tUs] = 0 S =/= t 
(2.3.4) E [x ; lu L] = 0 all i 

and that the X ; L are constants measured without 
er ror, the L.S. estimates of b are unbiased and 
best; i.e. , possess the smallest variances among 
all linear unbiased estimates. If, in addition, the 
u l are assumed to be normally distributed, the L.S. 
coefficients possess the maximum likelihood prop
erties of sufficiency and consistency and are 
normally distributed. It is, therefore, possible to 
construct confidence intervals about them. 

According to the Markoff theorem (29, p. 83), 
only assumption 2.3.3 is necessary for est b to 
remain the best linear unbiased estimates of b. 
Wold (35, p . 280) demonstrates that est b remains 
unbiased when 2.3.3 is relaxed, the X; l are auto-
1.:orrelated and intercorrelated and where some X; t 

are lagged values of other X ; e's. However, relaxing 
assumption 2.3.3 causes est b to lose its efficiency 
and causes the t and F tests to be biased. 

If the u l are known to follow an autoregressive 
scheme, the Markoff theorem again applies, 
provided the true autocorrelation coefficients are 
known and the appropriate linear transformation 
is made in the data before the L.S. procedure is 
applied (9, p. 219). Seldom, however, will the true 
autocorrelation coefficients be known. In practice, 
the order of the autoregressive scheme will also be 
unknown. 

If, as is the case in many distributed lag models 
( e.g., the Koyck and N er love models), the matrix 
of independent variables contains a vector of lag
ged values of the dependent variable ( e.g., x,.t 
= Yl-,), additional statistical problems may be 
encountered. Hurwicz (14, p. 365) has demon
strated that the L.S. estimate of the coefficient of 
the lagged dependent variable, est b ,, will be 
biased in small samples. Hence, the L.S. estimation 
of equations resulting from a Koyck or Nerlove 
type reduction will produce biased estimates of the 
b; in small samples even when the errors are in
dependent. When the errors are not independent, 
L.S. estimates will be biased even in large samples. 
When the errors are not independent, L.S. 
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estimates will be inefficient even though y t - , is not 
one of the independent variables (33, 34) . 

It was previ ously pointed out that, in their 
economic content, the Koyck and Nerlove pro
cedures are inter changeable. In their statistical 
content they are different, however. Compare the 
error terms in equations 1.4 and 1.4'. The very 
logic of the Koyck argument leads to the con
clusion of autocorrelated errors in the estimation 
equation. In equation 1.4 the error term r l (= u l 
- AU t-1) is correlated with l\ - , unless u l = ,\u l-1 
+ e l, e l independent of UL+ No such implication of 
autocorrelated errors is a necessary conclusion 
from the N erlove model. 

Accordingly, Koyck developed and applied an 
estimation procedure that would yield ( con
ditionally) consistent estimates in the presence of 
autocorrelated errors. N erlove applied least 
squares. Since the properties of estimates of equa
tions 1.4 and 1.4' do depend on the error structure, 
it is worthwhile to investigate the properties of 
the errors. 

The two simplest error assumptions, other than 
the assumption of independence, are the assump
tions that the errors follow the first-order auto
regressive scheme: 

(2.4) Ut = (3, ul-1 + e l - 1 < (3 < l 
or the second-order autoregressive scheme: 

(2.5) Ut = /31 Ul-1 + /32 Ut-2 + e l 
roots x of x 2 = (3, x + f3 i less than 
unity in absolute value. 

(3 , is the first-order auto regression coefficient, (3 0 

is the second-order autoregression coefficient, and 
the e t have a mean of zero, are of constant 
variance and are uncorrelated with the in
dependent variables in the model. Griliches (8, p. 
65) and Fuller and Ladd (5) have shown that the 
L.S. estimates of the b ; are biased even in large 
samples if equation 2.4 represents the true error 
structure. 

Consequently, dynamic models containing the 
lagged dependent variable as an indepedent 
variable will result in biased tests of the dynamic 
hypothesis if the errors are correlated. The auto
regressive least squares (A.L.S.) estim;:i,tion 
procedure used in this study is one method of 
obtaining estimates of the parameters of a lag 
model when errors are assumed to follow an auto
regressive scheme, such as equations 2-4 and 2.5. 
A.L.S. simultaneously yields estimates of the auto
regressive coefficients. 

A .L.S., a version of the modified Gauss-Newton 
nonlinear regression procedure (11), was develop
ed by Fuller and Martin (6, 7). A discussion of the 
procedure and the A.L.S. IBM program used in 
this study can be found in Martin (21). Hartley 
(11) has shown that the modified Gauss-Newton 



estimates that yield the absolute minimum of the 
residual sum of squares are least squares 
estimates. Under the proper error assumptions, 
they are maximum likelihood estimates and are 
consistent and asymptotically efficient. Hartley 
and Booker (12) have also discussed the consist
ency and asymptotic efficiency of modified Gauss
Newton estimates. 

Hildreth and Lu (13) developed an alternative 
procedure for obtaining maximum likelihood esti
mates and proved that their estimates are con
sistent. Their proof (13, pp. 52-54) also proves the 
consistency of A.L.S. estimates. The Hildreth and 
Lu procedure will be discussed in more detail later 
in comparisons between it and A.L.S. 

There are various other procedures one can 
apply if the errors are autocorrelated, some more 
simple and some more complex than A.L.S. Since 
L.S. coefficients are unbiased, if disturbances are 
autocorrelated, but their standard errors are bias
ed, one might apply Wold's method (35) for obtain
ing consistent estimates of the standard errors in 
a single equation. Zellner (36) recently generalized 
this to finding consistent estimates of standard 
errors of L.S. coefficients in systems of equations. 
His method can be applied to the reduced forms or 
to two-stage least squares estimates. This is one 
of the simplest procedures available. Its weakness 
is that it does nothing to improve the efficiency of 
the estimates of the coefficients. 

Another relatively economical procedure is sug
gested by Theil and Nagar (28): (a) Compute L.S. 
estimates of the coefficients and compute the re
siduals. (b) Estimate (3, from the residuals. (c) 
Transform all variables X i t - (est (3 , ) Xi t - i , and 
use these transformed variables to obtain L.S. 
estimates of the coefficients. Theil and Nagar 
point out two weaknesses of their procedure. First, 
it ignores the sampling variability in est /3 1 • 

Second, it requires the use of the same data for 
three successive steps: (a) to test residuals for 
independence, (b) to estimate /3 1 if the hypothesis 
is rejected and ( c) to recompute the equations. 
Since the results of the last two steps are con
ditional upon the results of the first, the tabulated 
probabilities are not appropriate for testing the 
results in step c. 

Klein (16) has suggested a maximum likelihood 
procedure. Unfortunately, it is cumbersome and 
tedious. Suppose we want to estimate Yt = aX t + 
u, subject to equation 2.4. It is necessary to solve 
a fifth-degree polynomial in (3 , to obtain the maxi
mum likelihood estimates. For each additional in
dependent variable the degree of the polynomial 
to be solved rises by four. With four independent 
variables, the polynomial is of 17th degree. 

Approximate confidence intervals were com
puted for selected estimates of the long-run price 
and income elasticities. The method used to com-

pute these confidence intervals is discussed in 
Fuller and Martin ( 6) . 

Even though llie tests used and the confidence 
intervals computed are approximations, they 
furnish considerable information about the re
liability of the estimates. Since exact statistical 
tests are not available, the reader would probably 
like to see such tests performed before evaluating 
the empirical results. In the test, statistics that 
differ from the null hypothesis by at least the 10-
percent level and 1-percent level when tested by 
the usual methods will be termed, respectively, 
"significant" and "highly significant." 

The Durbin-Watson d (3, p. 1591) : 

(2.6) d = ~(U t - U t- 1)
2 

~ U t 2 

is computed from the residuals of all of the static 
regressions and for selected dynamic regressions 
that are fitted by L.S. Durbin and Watson point 
out that a-test of the d statistic is inappropriate 
and can only be considered an approximation when 
the regression contains a lagged dependent vari-
able. This does not imply that the statistic is with
out value. However, one should be extremely 
cautious in interpreting the results of a lagged 
equation, even in the light of a nonsignificant d 
statistic. 

The Hart-von Neumann ratio (10, 31), which 
equals dT/ (T - 1), was also computed to test for 
autocorrelation. This ratio is not shown in the 
tables but is discussed in the summary. Thus, 
results from equations fitted by A.L.S. may be 
compared with the two more widely used tests for 
nonindependent residuals. 

No tests of the residuals from equations fitted 
by A.L.S. were made, because asymptotic esti
mates of the autocorrelation coefficients are ob
tained directly. However, in several cases where 
the first-order autocorrelation coefficient was 
large and highly significant, the equation was re
estimated under the assumption that the errors 
follow a second-order autoregressive scheme. 

DATA 

This study utilizes data collected by the Agri
cultural Economics Department at Michigan State 
University during the operation of the M.S.U. 
Consumer Panel. 2 This panel consisted of a group 
of consumers who were selected as representative 
of the population of Lansing, Michigan. It was in 
operation from February 1951 through December 
1958. Since the data were obtained from a sample, 
extrapolation of any conclusions to the city of 
Lansing or to consumers in general depends upon 
representativeness of the sample for the popula-

' Quackenb ush and S haff er ( 24 ) present a cletailed di scussion o f the 
M. S .U. Co nsumer P a ne l, t he sam p lin g probl em a nd t he re li abil ity of the 
data. 
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tion under consideration. Therefore, the analyses 
performed with the data are limited to hypo
thesized explanations of the consumer demand for 
selected groups of food items for the M.S.U. Con
sumer Panel. 

The panel data used consist of average price, 
per-capita quantity, per-capita income after 
federal income taxes, and temperature for 13-week 
and 4-week periods. The periods covered by the 
analyses begin with the first 7-day period of 1952 
for the 13-week observations and the twenty-fifth 
7-day period of 1951 for the 4-week observations. 

The original panel data used include weekly ob
servations on the entire panel of the per-capita 
quantity (in pounds) of beef, pork, lamb and 
mutton, veal, broilers and fryers (hereafter re
ferred to simply as fryers) and cheese actually 
purchased. In addition, the weekly per-capita 
purchases of the entire panel of the quantity of 
eggs (in dozens) and fresh milk (in quarts) were 
used. Thus, each observation of the per-capita 
quantity of beef, pork, fryers, cheese, eggs and 
fresh milk used in the analyses is the sum of the 
weekly quantities purchased of that food item for 
consecutive 13-week and 4-week periods. 

To obtain the per-capita quantity of total fresh 
red meat (hereafter referred to simply as total 
meat), the sum of the quantities purchased of 
beef, pork, lamb and mutton and veal was com
puted for consecutive 13-week and 4-week periods. 

Average price indexes with a base of 1955-57= 
100 for beef, pork, eggs, and other meat and meat 
mixtures (hereafter referred to simply as other 
meats) for 4-week periods were obtained directly 
from Wang (32). To obtain price indexes for these 
meat items and for eggs for a 13-week period, 
weighted averages of the 4-week average price 
indexes given by Wang (32) were computed. 
Average prices for total meat were computed by 
dividing the total per-capita expenditures on beef, 
pork, lamb and mutton and veal for the 13-week 
and 4-week periods by the total per-capita quanti
ties of beef, pork, lamb and mutton and veal 
purchased during the respective periods. A similar 
procedure was used to compute average price in
dexes for fryers . The total per-capita expenditures 
for the 13-week and 4-week periods were divided 
by the total per-capita quantities of fryers pur
chased during the respective periods. Then, these 
series of prices were: (a) deflated by weighted 
averages of the Detroit Bureau of Labor Statistics 
Consumer Price Index and (b) converted to a basf 
of 1955-57 equals 100. 

The price indexes for cheese, fresh milk, cream, 
canned milk and dried milk for the 13-week 
periods were obtained by dividing the total per
capita expenditures on each of these items by the 
total per-capica quantities purchased of that item 
during the 13-week period. Next, each series of 
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prices was: (a) deflated by weighted averages of 
the Detroit Bureau of Labor Statistics Consumer 
Price Index and (b~ converted to a base of 1955-
57 equals 100. 

The income data used in the analyses were ob
tained from the panel data of weekly observations 
of per-capita disposable income after federal in
come taxes. 3 These data were computed by sum
ming the weekly panel data for the 13-week and 4-
week periods. The 13-week and 4-week income 
series were then deflated by weighted averages of 
the Detroit Bureau of Labor Statistics Consumer 
Price Index. 

Riley (25) found that temperature was signifi
cantly related to the meat purchases of the M.S.U. 
Consumer Panel. Therefore, 13-week and 4-week 
mean daily temperature variables were computed, 
Mean temperatures for Lansing were computed 
from the daily temperatures (30) . 

ANALYSES USING 13-WEEK OBSERVATIONS 

Static analyses of demand for beef, pork and fryers 

Results obtained from the estimation of static 
demand equations are presented in table 1. Thf 
variables are defined as: 

Q; t = per-capita purchase of i-th food 
P ; t = retail pri ce of i-th food 

= B, beef 
= P , pork 
= F, fryers 

Pot= retail price of other red meats 
Y t = per-capita income 
T l = temperature 
D ;t = 1 in the i-th quarter, i = 1, .. . 4 

= 0 all other quarters. 

Temperature and seasonal dummy variables were 
used as a lternative shift variables to identify 
seasonal shifts which may exist in demand. • 

In the tables of regression results, for all vari
ables except D; t, a triple asterisk beside a coeffic
ient indicates significance at the 1-percent level; 
double asterisk, the 5-percent level and single 
asterisk, the 10-percent level. A superscript e be
side a coefficient indicates that the coefficient ex
ceeds its standard error in absolute value but is not 
significant at the 10-percent level. Inconclusive 
and significant values of d are noted in footnotes. 
The significance status of coefficients of D; t is dis
cussed in the text. 

Equations 1 through 4 in table 1 present results 
of the static analyses of the demand for beef. 
Equations 1 and 2 were obtained by using tem
perature as the shift variable. The equations were 
estimated, respectively, by L.S. under the assump-

:ri ncome f rom wages. salaries. comm issio ns . pensio ns, interest a nd 
divic~encls, a nnu ities, profi t from busin ess and professi onal se1·vices, 
profit from re nt, gover nme nt paym.e nts, gi f t s and other sou rces min us 
federal income taxes on such incom e. 
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Table 1. Selected statisti cs from regression estimates of static consumer demand equations f o r beef, pork and fryers for a 13-week observation period . 

~ ~ < Cl Reg ress io n coeffi c ie nts a nd btan da rd e rrors Qu arterly intercepts 
C C =~ cl ~" ...:. ro 0 
~~ ~ ::i ~ i o· cro. w 

ro~ Method of ~ 
~ ~ " IT Pnr P P 1 P F1 Pot Y, T, SD , fl , f], R' d est imation D.1t D :!c D3L D" ;;. 

Q Bt - 0.0932*** 0.0307 •· 0 .00 43 -0.01 83 -0.0005 -0.033 9 *** 0.8 456 2.82 1• L. S. 23 .51 8 

2 Q s, - 0.0777*** 0.0 464°* 0.0045 - 0.033 1 ° 0.0103" -0.0355*** -0 .5811 *** 0.89 19 A .L. S. -1 19 .70 1 

3 Q IJt - 0.0750*** 0.0462** -0.00 16 - 0.0392 0.00 78 0.9109 2. 680• L .S. 1 8.840 17.1 84 1 7.2 1 0 1 7.40 5 

4 Q a, -0 .07 06*** 0.05 1 7*** 0.00 1 2 -0 .0403C 0.0129''' -0 .4 08 7* 0.9238 - A .L. S.-1 15 .581 1 3.909 13 .91 9 14. 091 

5 Q r, 0.0848*** -0.04 1 9** 0.0152** -0.0761 ** 0.014 5** -0.03 74 *** 0.8729 1. 987 L .S. 6.788 

6 Qr, 0.0862*** - 0. 0·432** 0.01:18* - 0 .07 07* 0.0153* -0 .0385*** 0.1 769 0.8772 A.L.S. -1 6.64 3 

7 Qpt 0 .0599*** -0 .063 7*** 0.02 18*** -0.041 9 ° 0.0042 0.0093• 0.9224 - L. S. 9.357 8.355 1 0.324 11. 640 

8 Qp, 0.059 4*** -0. 06 45*** 0.02 17 *** - 0 .03 91 ° 0.00 43 0.00 95• 0.0589 0.9229 A .L. S.-1 9.21 0 8.187 1 0. 1 89 11. 4 78 

Q,.·, 0 .00 17 -0 .0003 -0. 03 47*** -0.03 72• 0.00 71 ° 0.01 79 ... 0.8643 1. 98 7 L.S. - 1.7 62 

1 0 Qn 0.01 93 0.0 205•· -0 .011 6* -0 .0274 -0 .00 45° 0.01 02*** 0. 91 91 *** 0.91 67 - A.L.S. -1 2.529 

11 Q,•, 0.014 0 0.0 1 25 ° - 0 .01 24 ** -0.01 91 __:_0.00 25 0. 0126 *** 0.4 20 6* 0.53 75"* 0.9328 - A.L.S. -2 2.380 

1 2 Qi,• , 0.01 63C 0. 01 22• - 0.03 91 *** 0.0203 ° 0.01 39*** 0.9339 1.619b L.S . -4 .398 - 4.053 -3 .942 -4 .81 5 

13 Qn 0.0121 0 .0093 -0 .0385*** 0.0233 ° 0.011 2** 0.25 1 9 0 .9360 - A.L .S .-1 -2.9 28 -2.57 1 -2 .44 2 -3. 288 • 

a In conclus ive test for negative a utoco n e lati o n o f res idua ls at 5- percent level. 

b In co nclusive test for posit ive autoco rre lat io n of residu als at 5-percent level. 



tion of independent errors and A.L.S.-1 under the 
assumption of first-order autoregressive errors. 

Except for the nonsignificant coefficients of in
come and the price of other meat, the signs of the 
coefficients in equation 1 agree with a priori ex
pectations. In agreement with Riley's findings 
(25) , the temperature variable is highly signifi
cant in the L.S. fit in equation 1. The significant 
coefficient of temperature indicates that a 1-
percent increase in temperature will reduce beef 
consumption by approximately 12 percent. The d 
statistic for this equation indicates possible nega
tive autocorrelation in the residuals, and the t and 
F tests may be biased. The coefficients are con
sistent, though perhaps inefficient estimates of 
the true parameters. 

The results obtained by re-estimating equation 
1 by A.L.S.-1, equation 2, substantiate the Durbin
Watson test, since the estimate of /31 is negative 
and highly significant. The F ratio for the addi
tional contribution of /31 was highly significant. 
Thus, A.L.S.-1 estimation significantly improved 
the fit of the equation as compared with the L.S. 
fit, resulted in the expected positive coefficient for 
income and produced a highly significant co
efficient of the price of pork and a noticeable re
duction in the size of all asymptotic standard 
errors. Equation 2 was also estimated by A.L.S.-2. 
The F for the additional contribution of the 
second-order autocorrelation coefficient, (3 , , was 
less than 1. 

Equation 3 was estimated by L.S., with seasonal 
dummy variables substituted for the temperature 
variable of equation 1. Dummy variables are poor 
explanatory variables in an economic sense, but 
the R 2 of equation 3 indicates an improved fit of 
the data as compared with the fit of equation 1. 
The dummy variables also contributed significant
ly to a regression that included temperature. The 
value of F for the additional contribution of the 
dummy variables to an equation containing tem
perature was highly significant. Temperature did 
not contribute significantly to a regression that 
included the dummy variables. Temperature, 
therefore, does not appear to be a complete ex
planation of seasonal shifts in the demand for 
beef. 

The quarterly intercepts of equation 3 are con
sistent with the negative sign of the temperature 
coefficients in the first two equations. Each equa
tion indicates that, during the first and fourth 
quarters, the consumer·'s demand for beef tends 
to increase (shift to the right) relative to the 
demand of the second and third quarters. Tests of 
the differences between the intercepts indicated 
that only the first intercept is significantly dif
ferent from the second intercept. The negative 
though nonsignificant coefficient of the price of 
fryers does not agree with a priori expectations. 
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Stanton (26) found this coefficient to be negative 
and significant in most of his demand relation-
ships for beef. • 

The significant negative estimate of (3 l in equa
tion 4 is consistent with the value of d in equation 
3. The F ratio for the additional contribution of (3, 
to the L.S. fit was significant at the 5-percent 
level. A.L.S.-1 again produced a noticeable reduc
tion in the size of the asymptotic standard errors. 
A.L.S.-1 increased the coefficient of income and 
made it significant. The seasonal shifts in the 
demand relation are consistent with the previous 
estimates with respect to direction and signifi
cance. 

To determine whether the A.L.S. error scheme 
would substitute as a shift variable, one equation 
was estimated by A.L.S.-1 without temperature or 
seasonal dummy variables. This procedure result
ed in a significantly poorer fit than any of the 
previous equations. The estimate of /31 became 
nonsignificant. This suggests that there are situa
tions in which nonindependent errors result not 
only from the omission of autocorrelated variables, 
but also from the use of such variables. 

Equations 5 through 8 in table 1 present the 
results of the static analyses of the demand for 
po1'k. Equations 7 and 8 contain seasonal dummy 
variables and the slope dummy SD L. 

SD t = PPt for the first and second quarters, 
SDL = -PP L for the third and fourth quarters. 

This variable was added to the pork equation to 
determine whether there is a significant seasonal 
change in the slope of the demand relation. The 
coefficients of SDt were nonsignificant. Equation 
7 also was estimated with Prt2

• Its coefficient a lso 
was nonsignificant. 

Here, as with beef, the use of temperature yield
ed a smaller value of R 2 than did the use of four 
seasonal variables. The addition of the four season
al variables to an equation containing temperature 
increased the value of R 2 by an amount significant 
at the 5-percent level. The addition of temperature 
to an equation containing the four dummy vari
ables did not significantly affect the value of R 2 • 

Comparisons of the intercepts of equation 7 re
vealed that only the first intercept differed signif
icantly from the second intercept, even though 
intercepts three and four are larger than the first 
intercept. This result is consistent with the larger 
deviations observed about the demand relations 
for the third and fourth quarters in simple scatter 
diagrams. 

In equation 8, A.L.S .-1 was employed to re
estimate equation 7. Comparisons of the estimated 
parameters of the two equations reveal negligible 
differences. 

The A.L.S.-1 fit of the equation obtained from 
8 by omitting temperature, the seasonal dummy 
and slope dummy variables, resulted in a much 



poorer ove1·-a l! fit of the equation. This equation 
indicated, as do all previous equations, the ex
istence of a strong substit ution relationship be
tween pork and fryers, as well as between pork 
and beef. 

Equations 9 through 13 of table 1 present the 
results of the static analyses of the de
mand for fryers. Equations 9, 10 and 11 were 
obtained by using temperature. The L.S. fit, 
equation 9, indicates a significantly stronger 
demand for fryers during the summer months 
than during the winter months. The d statistic 
does not reject the hypothesis of independent re
siduals. 

evertheless, the application of A.L.S.-1, equa
tion 10, resulted in a highly significant estimate 
of f3 t and suggested positive autocorrelation of the 
residuals of equation 9. The F for the additional 
contribution of f3t to the regression was highly 
significant. The coefficient of the price of fryers 
is only one-third the size of the coefficient in 
equation 9. 

Because of the magnitude of the estimate of (3, 
in equation 10, A.L.S.-2 was used in the estimation 
of equation 11. The estimates of both (3, and (3 , are 
significant in equation 11. The F for the contribu
tion of (3 , after (3, was significant at the 5-percent 
level. None of the signs of the coefficients of equa
tion 11 differs from those of equation 10, but the 
A.L.S. estimates of the coefficient of the price of 
fryers suggest a more inelastic demand relation
ship than the coefficient in equation 9. 

In equation 12, seasonal dummy variables were 
substituted for the temperature variable, and the 
equation was estimated by L.S. All coefficients in 
this equation possess the expected signs. As is in
dicated by the R2, the over-a ll fit of the equation 
is improved when dummy variables are used as 
shift variables. The F for the additional contribu
tion of the dummy variables to an equation con
taining temperature was highly significant. The 
use of seasonal dummies a lso eliminates the auto
correlation in the resid ua ls, produces a highly 
significant coefficient of the income variable and 
increases the absolute size of the coefficient of 
P n . 

A comparison of the intercepts of equations 12 
and 13 revealed that intercepts one, two and three 
were significantly larger than intercept four. This 
weakening of the demand for fryers during the 
fourth quarter can be attributed partly to a substi
tution of beef and pork into the diet during the 
winter months. The demand for turkey and 
roasting fowl is also stronger during Thanksgiving 
and Christmas. This may also contribute to a 
weakening of the demand for fryers during the 
fourth quarter. 

Re-estimation of equation 12 by A.L.S.-1, equa-

tion 13, had li ttle effect on the coefficients, the 
standard errors or the R". (3, contributed little to 
the L.S. regressioo. The use of seasonal dummies 
eliminated the a utocorrelation in the errors, 
whereas the use of temperature did not. 

In one equation the shift variables and tempera
ture were deleted and A.L.S.-1 was applied. Again 
the estimate of (3, was highly significant. 

Dynamic analyses of demand for beef, pork and fryers 

Results are presented in table 2. 
The basic dynamic equations which are assumed 

to represent the demand for beef, pork and fryers 
are of the form : 

(3.1) Q;, = a" + ~ajP jL + a.,Pot + a ::;Y , 
+ anQi ,_, 

where a significant coefficient of lagged quantity 
would not reject the hypothesis of a distril-:idcd 
lag in dem~nd due to price or income changes. The 
assumption is made in equation 3.1 that the distri 
bution of the lag is identical for all variables . 

Versions of these equations containing tempera
ture were estimated by L.S. and A.L.S. As with 
the static equations, the use of temperature yield
ed results that were inferior to the results ob
tained by the use of seasonal dummies. The equa
tions containing temperature, therefore, are not 
presented here. 

Equations 1 and 2 present results for beef. 
Here, as with the static beef demand equations, 
the estimate of (3, was nonsignificant in the equa
tion excluding temperature and seasonal dummies 
but was highly significant in the equation contain
ing temperature. Again, the addition of an auto
correlated variable into an equation with in
dependent errors resulted in the errors in the 
equation becoming autocorrelated . The addition 
of the dummy variables did not seem to affect the 
independence of the error structure of the basic 
dynamic equation. The addition of (3, reduced the 
estimated standard errors. The coefficients of 
Q,H-1 were not significant. Hence, presence of 
a utocorrelation in equation 1 of table 1 is not due 
to the exclusion of Q,H-1• Although the estimate 
of (3, in the equation containing temperature was 
highly significant, the d statistic from the L.S. fit 
was nonsignificant. This also happened in other 
equations . This is indicative of low power of the d 
statistic when applied to residuals in an equation 
containing the lagged dependent variable as an in
dependent variable. 

A.L.S.-2 was also applied to the equation con
taining temperature to test the hypothesis of in
dependent residuals. The estimate of (3 , was non
significant. 

In equations 1 and 2 the temperature variable 
was replaced by seasonal dummy variables. The 
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substitution of the dummy variables for the tem
perature variable improved the L.S. fit of the 
dynamic equabon. The intercepts for equations 1 
and 2 indicate a stronger demand for beef during 
the first and second quarters than during the 
third and fourth quarters. However, only the first 
intercepts are significantly different from the 
second intercepts. 

Equation 1 was re-estimated by A.L.S.-1, equa
tion 2. Comparisons of the results for equations 1 
and 2 indicate little change due to A.L.S.-1 estima
tion. The estimate of /3 1 is nonsignificant, the co
efficients are of the same sign, and the standard 
errors are roughly of the same magnitude as the 
standard errors of equation 1. In equation 2, the 
coefficient of the income variable is significant 
and of the same order of magnitude as previous 
significant estimates. This, plus the nonsignifi
cance of the coefficients of QBt-1, suggests that 
the coefficients of prices and income in equations 
1 and 2 -may be considered estimates of long-run 
changes. 

Equations 3 and 4 present results for pork. In 
both equations the coefficient of lagged quantity 
is nonsignificant and the hypothesis of a lag in 
adjustment in pork consumption is rejected. The 
coefficients of the prices of beef, pork and fryers 
are significant and possess the expected signs . 
Comparisons of the intercepts of equation 3 in
dicated that intercepts one and four were signifi
cantly larger than the second intercept. 

In equation 4 the slope dummy, SD t, was in
cluded with the seasonal dummy variables, and 
A.L.S.-1 was applied. The coefficient of the slope 
dummy has the expected positive sign. As in the 
static equations in table 2, the coefficient is non
significant. The hypothesis of equal slopes is not 
rejected. 

In equation 4 the first intercept differed signi
ficantly from the second intercept. Equations 3 
and 4 suggest a strong substitution relationship 
between pork and fryers. The estimate of /31 is 
nonsignificant. When temperature and the season
al dummy variables were deleted from the equa
tion, a significantly poorer fit resulted. 

Equations 5 and 6 present results for fryers. 
The addition of Qn -, to static equations containing 
temperature did not reduce or eliminate the auto
correlation in the residuals. Nor did it result in a 
significant coefficient of Q,•t+ The three equa
tions estimated with temperature r ej ected the 
hypothesis of a lag in the adjustment of con
sumption to price and income changes. 

In equation 5 seasonal dummy variables were 
substituted for the temperature variables. Com
parisons of the intercepts of equation 5 indicated 
that the fourth intercept was significantly lower 
than the first three intercepts . 

Re-estimation of equation 5 by A.L.S.-1, equa-



tion 6, resulted in a large and highly significant 
estimate of /3 1 • The F for the additional contribu
tion of (3 , to the L.S. regression was highly signi
ficant . As a result of this improved fit, the co
efficients of the price of pork and lagged quantity 
became significant. The negative sign of the co
efficient of lagged quantity suggests an over
adjustment of consumption to price and income 
changes. Here the addition of the lagged de
pendent variable introduced autoconelation into 
the equation. Th e estimate of (3, in the static form 
of equation 5 (equation 13 of table 1) was non
significant. F urther, the addition of (3, changed 
the coefficient of QF H from positive and non
significant in equation 5 to negative and signi
ficant in equation 6. The second and third inter
cepts differ significantly from the fourth inter
cept. 

Equation 6 was re-estimated by A.L.S.-2. Thi-, 
equation is not presented. The coefficient of lag
ged quantity became nonsignificant, but est f3 z was 
also nonsignificant. An F test of the additional 
contribution of the lagged coefficient of equation 
6 compared with the fit of the static equation, 
equation 13 of table 1, was 3.377 with 1 and 17 de
grees of freedom. With these degrees of freedom, F 
must exceed 4.45 to be significant at the 5-percent 
level. An F test to compare equation 6 with equa
tion 12 of table 1 was only 2.05, far below the 5-
percent significance level of 3.59. These result s 
indicate that the overadjustment suggested by the 
coefficient of lagged quantity in equation 6 is 
questionable for a period of 13 weeks and tha t the 
more valid equation is the static equation 12 in 
table 1. 

When all shift and temperature variables were 
deleted from the fryer equation and A.L.S.-1 was 
applied, the fit was significantly poorer. Thus, 
additional evidence was obtained that indicated 
the importance of the seasonal shifts in the 
demand relationship. 

Static analyses of demand for total meat, 
cheese and eggs 

Resu lts are presented in table 3. The various 
subscripts have the following meanings: 

M = total fresh reel meat, 
F = fryers, 
0 = other meats, 
C = cheese, 
E = eggs. 

The temperature and seasonal dummy variables 
were used as alternative shift variables m the 
equation for total meat. In equations for cheese 
and eggs, however, only seasonal dummy variables 
were used as shift variables. 

Equations 1 to 4 deal with total meat. Equa-
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tions 1 and 2 in table 3 were obtained from the 13-
week obser vations with temperature used as the 
shift variable. In equation 1, only the coefficient 
of temperature is significant. The R" indicates 
that a fairly large percentage of the variation is 
explained by the equation. However, the d statistic 
is inconclusive. 

In the A.L.S.-1 fit of the equation containing 
temperature, the estimate of (3, is negative and 
significant. The F for the additional contribution 
of (3, to the L.S. equation was nonsignificant at the 
5-percent level. As a result of A.L.S.-1 estimation, 
the coefficients of the price of fryers, income and 
temperature variables became significant. That 
all of the standard errors of equation 2 are less 
t han the comparable standard errors of equation 1 
indicates the inefficiency of the L.S. estimates. 

In equat ion 3, a L.S. fit, the seasonal dummy 
variables were substituted for the temperature 
val'iable of equations 1 and 2. The only significant 
coefficient in the equation is the coefficient of the 
price of fryers. The first and fourth intercepts 
were significantly higher than the second in
tercept. The R" of equation 3 also indicates an im
provement of the L.S. fit of the equation as com
pared with the equation containing temperature. 
A comparison of the dummy variables with tem
perature, however, revealed that the appai-ent 
improvement r esulting from the dummy variables 
was not significant. The F for the additional con
tribution of the dummy variables after the tem
perature variable was 1.814 with 3 and 19 degrees 
of freedom. Reversing the test, the F for the 
additiona l contribution of temperature after the 
dummy variables gave an F of only 0.771 with l 
and 19 degrees of freedom. Thus, temperature 
cannot be considered the best explanation of 
seasonal shifts in the demand for total meat . 

Here, as in several previous cases, the dummies 
remove autocorrelation in the residuals more ef
fectively than does temperature. 

In equation 4, A.L.S.-1 was applied to the equa
tion containing the dummy variables. The F for 
the additional contribution of (3 , to the L.S. fit, 
equation 3, was nonsignificant. Again, the stand
ard error s of equation 4 are smaller than the com
parable standard errors of equation 3. However, 
only the coefficients of the price of fryers and 
income variables are significant. In equation 4, the 
first and fourth intercepts are significantly higher 
than the second intercept. 

An equation was estimated by A.L.S.-1 after the 
deletion of the shift variables and temperature. 
The fit of the equation was poorer than any of the 
previous equations. Except for the coefficient of 
the income variable, however, all coefficients pos
sessed the a priori expected signs. The coefficients 
of the prices of the total meats and other meats 
we1·e significant, but the coefficient of the price 
of fryers was nonsignificant. 
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The e equations indicate that the own-price 
elasticity for total meat is not significantly 
different from z~ro for a 13-week period. An in
crease in the price of total meat may reduce con
sumption for a shorter period of t ime ; but, before 
13 weeks have elapsed, the average consumer may 
prefer to resume the previous level of consumption 
of meat and make substit utions between grades 
and t ypes of meat such that total expenditures and 
consumption remain fairly constant. One such 
substitution could be a reduction in the services 
purchased with the meat items. 

Equations 5 and 6 in table 3 present the results 
of the analyses of the demand for cheese. Both 
include seasonal dummy variables. The intercepts 
of both equations indicate that the demand for 
cheese is stron ger during the first and fourth 
quarters . Except for the coefficient of the price 
of eggs, all coefficients in equation 5 are signifi
cant. However, unless the errors are in fact in
dependent; the t tests are biased. A.L.S.-1 rej ects 
the hypothesis of independent errors. The estimate 
of (3, in equation 6 is highly significant. Only the 
price of cheese and income coefficients are signi-
ficant. 

Equations 7 and 8 in table 3 present result!; 
obtained for demand for eggs. In the L.S. fit, 
only the coefficients of the prices of fryers and 
eggs are significant. The A.L.S.-1 fit of the equa
tion had little effect on the coefficients, standard 
errors or R 2

• The inte1·cepts of both suggest the 
demand for eggs to be slightly stronger during the 
fo urth quarter than during any other quarter. 

Dynamic analyses of demand for total meat, 
cheese and eggs 

Results are presented in table 4. Again the as
sumption is made that the distribution of the lag 
is identical for all variables. In equation 1 the 
hypothesis of a 13-week lag in the adjustment of 
consumption to price and income changes is re
jected, just as it was in equations containing tem
perature. The use of dummy variables produced 
a better fit of the equation than did the use of 
temperature. The F for the additional contribut ion 
of the dummy variables aft er temperature was 
nonsignificant, however. 

In equation 1, only the first intercept is signi
ficantly larger than the second intercept. Thus, 
in the first quarter the demand for total meat 
appears to be stronger than during any other 
period of the year. Re-estimation of equation 1 
by A.L.S.-1 had very little effect on the R2, the 
coefficients or the standard errors. Again, the 
first intercept is the only intercept significantly 
larger than the second intercept. 

One equation was estimated by A.L.S.-1 after 
the deletion of the temperature and dummy 
variables. The fit of the equation was poorer than 
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m any of the previous equations, but the co
efficients of the price of red meats and the price 
of other meats were significant. The coefficient of 
lagged quantity in equation 2 1s nonsignificant, 
and the coefficients differ little from the co
efficients of the comparable static equation ( equa
tion 5 in table 3). Thus, the hypothesis that a lag 
of 13 weeks exists in the adjustment of actual 
consumption to price and income changes 1s re
jected . 

Equations 3 and 4 refer to cheese demand. In 
the L.S. fit, equation 3, the coefficients of the 
price of cheese, income and lagged quantity are 
significant and possess the a priori expected signs. 
The significant coefficient of lagged quantity re
jects the hypothesis of complete adjustment in the 
consumption of cheese within 13 weeks after a 
price or income change. 

The application of A.L.S.-1 resulted in small 
changes in the coefficients, standard errors and 
R2. In agreement with the static analysis, the 
demand for cheese appears to be stronger during 
the first and fourth quarters than during the 
second and third quarters. 

In the static cheese demand equations, the addi
tion of (3 , reduced several coefficients to nonsignif
icance. The addition of Qc,- , to obtain dynamic 
demand equations also reduces several coeffi
cients, including the estimate of (3" to nonsignifi
cance. These same phenomena happen in annual 
analyses of aggregate national demand for cheese 
covering long periods of time. The reason appears 
to be the existence of a strong trend in cheese 
consumption. The variable Qct-i may be a proxy 
for time trend. 

Equations 5 and 6 refer to egg demand. In the 
L.S. fit, equation 5, the coefficients of the price of 
fryers and the price of eggs are significant. The 
application of A.L.S.-1 to equation 5 did not signif
icantly improve the fit of the equation. As a 
result, the coefficients, standard errors and R 2 of 
equation 6 differ little from the comparable 
statistics in equation 5. Comparisons of the in
tercepts of equations 5 and 6 indicate a relatively 
stable demand for eggs throughout the year. The 
intercepts of the cheese and egg demand equa
tions were not tested for significance of dif
ferences . 

Demand for fresh milk 
Static analyses. In table 5, P rn t, P ein and P DMt 

represent, respectively, the price of fresh milk, 
price of cream and price of dried milk. Y t is, again, 
the income variable. 

Seasonal dummy variables were used as shift 
variables. Their coefficients were not tested for 
significance. The L.S. fit, equation 1 in table 5, 
resulted in a R" of 0.8348. However, only the co
efficient of the price of dried milk is significant. 
The coefficient of the price of fresh milk has the 
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expected negative sign, but, apparently, the re
latively stable price of milk at the retail level con
tri.butes to the nonsignificance of the coefficient. 
Re-estimation of equation 1 by A.L.S.-1 did not 
significantly improve the fit of the equation. 

Dynamic analyses. Seasonal dummy variables 
were used as shift variables in the L.S. 
fit of the equation (equation 1 of table 
6). Only the coefficients of the price of dried milk 
and lagged quantity are significant. This result 
is probably the result of only small variations in 
the price of fresh milk during the operation of the 
panel. The F for the additional contribution of 
lagged quantity to the static equation, equation 1 
of table 5, was significant at the 6-percent level. 
However, unless the errors of equation 1 are, in 
fact, independent, these results are probably bias
ed and inefficient. 

An investigation of the errors in equation 1 was 
made by re-estimation of equation 1 by A.L.S.-1, 
equation 2. Again, only the coefficients of the 
price of dried milk and lagged quantity were sig
nificant. The estimate of (3, was not significant. 
Thus, there appears to be a definite lagged re
lationship between changes in prices and income 
and the consumption of fresh milk. In equations 1 
and 2, the demand for fresh milk appears to be 
stronger during the first and fourth quarters than 
during the second and third quarters. 

Although QFM t-t is significant, at the 5- and 10-
percent levels, its exclusion from the static 
demand equation does not cause autocorrelation in 
residuals. 

ANALYSES USING 4-WEEK OBSERVATIONS 

Demand equations for beef, pork, fryers and 
total meat were estimated by using a 4-week 
observation period. These equations contained the 
same variables as the 13-week analyses, with one 
exception. Thirteen seasonal dummies are used, 
rather than four . 

D it = 1 in i-th 4-week period. 
i = 1, 2, . . . , 13 

= 0 all other 4-week periods. 
Results are presented in tables 7, 8 and 9. Equa

tions containing temperature were estimated but 
are not presented, since they were inferior to 
equations containing seasonal dummy variables. 

Beef 

In the beef demand equation containing tem
perature, estimated f3 t was nonsignificant. This 
contrasts with the 13-week data in which estimat
ed /31 was significant. Because of this and the non
significant value of d in equation 1 of table 7, 
A.L.S.-1 was not applied to the equation contain
ing seasonal dummy variables. Of the intercepts 
presented in table 8 and fig. 2, intercepts one and 
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Table 7 . Se lected statistic s from reg ression estimates of consume r demand equations for beef, pork and fryers and a 4-w eek observation period .• 

Equation Dependent 
number variab le 

Q Bt 

2 Qp, 

3 Qp l 

4 Q n 

5 Q H 

6 Qa, 

7 Q pt 

8 Q r, 

9 Q H 

1 0 Qi~t 

P Bc 

-0.0227*** 

0.01 90**'' 

0.0190 *** 

0.0005 

-0 .0001 

-0.0265*** 

0.0196 *** 

0.0121 *** 

0.0003 

- 0.002 5° 

P P t 

0.0164*** 

-0.0172 *** 

-0.0173*''* 

0.0002 

-0.0 001 

0.018 3*** 

-0.0176 *** 

-0.0126 *** 

0.0002 

-0.0 02 1 • 

Pn 

-0.0005 

0.0065*** 

0.0064*** 

-0.01 29*"* 

-0 .0126*** 

-0 .0007 

0.0066**''' 

0 .0046*** 

-0.01 26*** 

- 0. 01 61*** 

:tThe thirtee n inte rcepts for 4 -week pe1·iod s are perse nted in table 8 . 

hSi g nifi cant test for posit ive a utocorrelatio n in res idu a ls at 5 -per(!e nt level. 

Reg ress ion coefficients 

P o, 

-0 .0135 • 

-0.0146 *** 

-0 .014 8*** 

0.0110 *** 

0.0123* 

- 0.014 5 

-0.01 53** 

-0 .008 1* 

0.011 2**'' 

0 .0190 *** 

Y, 

0.012 0** 

0.0064 * 

0.00 62* 

0.0069*** 

0.00 66* ** 

0.01 31 ** 
0 .0065''' 

0. 0039• 

0.0068**'' 

0 .0050** 

Lagged 
dependent 

variabl e 

- 0.1474 " 

-0 .03 05 

0.32 71 *** 

0,.0140 

- 0.3573*"'* 

(J , 

-0.09 20 

0.039 1 

-0 .44 30*** 

0.4 145**" 

Table 8 . Four-week inte rcepts fo r static and dy namic co nsumer demand equations fo r beef , pork, f ry ers and total meat. 

For other 1·esults see 

Commodi ty Table Equati on D1 D, D, D , D, Do D, Ds Do 

Beef ......................................... 7 1 5 .6 09 5 .059 4 .894 4.71 8 4.667 4.664 4.6 21 4 .641 4 .595 

Beef ...... ................................... 7 6 6.382 5.96 3 5 .718 5.54 3 5.44 4 5.444 5.4 15 5.414 5 .372 

Pork . . ........................................ 7 2 3 .062 2.71 8 2.650 2.969 2.4 17 2.368 2.265 2.266 2.517 

Pork ........................................ 7 3 3 .119 2 .777 2.71 0 3.0 27 2.4 76 2.42 6 2.3 26 2.325 2.57 6 

P ork ......................................... 7 7 3 .17 6 2.8 31 2. 753 3.070 2.52 8 2.4 63 2.35 6 2.3 54 2.606 

Po rk ............ ........................... 7 8 2 .069 1.747 1.78 4 2. 11 2 1.461 1.582 1.53 7 1. 55 0 1.796 

F ryers .................................... 7 4 -0.0718 -0 .0638 -0 .0441 0 .022 1 0.060 3 0.0 841 0. 1401 0.1 353 0.106 

F ryers ..................................... 7 5 -0. 1 046 -0.096 3 - 0.076 3 - 0.0110 0 .03 19 0.0 60 4 0. 11 57 0.1119 0.0•827 

Fryers ............................... ....... 7 9 - 0.0927 -0.0 872 -0.066 7 -0.0005 0.0384 0.0628 0.1181 0. 11 29 0.0838 

Frye rs ..................................... 7 1 0 0. 4010 0.4688 0.4774 0.5307 0 .611 5 0.66 99 0.7 372 0. 7598 0.7205 

Total meat ................................ 9 1 9 .570 8.808 8 .66 2 8 .809 8 .326 8.290 8 .207 8.240 8 .382 

Tota l m eat.. .................. .. ........... 9 2 11.141 1 0.534 1 0.24 1 10. 391 9.9 02 9. 791 9 .696 9.689 9.8 37 

Method of 
R' d estimation 

0.8149 2. 188 L .S. 

0.8606 2.194 L. S. 

0 .86 1 8 A.L. S.-1 

0. 877 5 1.472" L. S. 

0.8786 A .L .S. -1 

0.819 2 L. S . 

0.8608 L .S. 

0 .8827 A.L. S. -1 

0.877 7 L. S. 

0 .88 90 A.L.S.-1 

Dio D» D1 2 Du 

4.659 4. 776 4.790 4.590 

5.417 5.566 5.582 • 5.37 2 

2.688 2.771 2.787 3.1 07 

2.746 2.828 2.84 5 3.1 67 

2.7 85 2.869 2.89 0 3.210 

1.871 1. 940 1.91 2 2.246 

0.09 33 0.0 132 -0 .2111 -0,.2981 

0.0724 -0.0104 -0 .2409 -0.3229 

0.0730 - 0.008~ -0.233 7 -0.31 35 

0.69 70 0.6087 0.350 1 0.1921 

8 .64 6 8 . 756 8.590 8 .66 2 

10 .1 27 1 0.28 1 10.1 3:3 1 0.1 82 



Table 9. Selected sta t istics from reg ression esti m• tes of consumer d ema nd eq uatio ns for tot•I red meat with • 4-week observatio n pe riod . 

Regr ess ion coe ffi c ie nts . 
Equ a t ion Depe nden t 
numbe r va ri able P v t P :. t t P u , 

1 Q .Hl 0.00 63** - 0.0419 *** 0.009 5 

2 Q :.1t 0.006 7*** -0.0438 *** 0.00 51 

two are significantly larger than intercept five. 
None of the other intercepts differs significantly 
from the fifth intercept. In equation 6 and other 
dynamic beef demand equations, the coefficient of 
Q1H - l is nonsignificant. Adjustments in beef con
sumption to changes in prices and income are 
evidently completed within 4 weeks. 

Pork 

Equations 2 and 3 of tables 7 and 8 contain 
results for static pork demand equations. The 
intercepts from equation 2 are also plotted in fig. 
3. All intercepts except six, seven, eight and nine 
are significantly higher than intercept five. These 
results indicate a significantly stronger demand 
for pork from September through April than from 
April to September. Easter occurs during the 
fourth 4-week period, when per-capita demand 
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Fig . 2. Four-week intercepts for con sumer demand equations for beef . 
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Fig . 3. Fou r-week intercepts for con sumer demand equati ons fo r pork. 
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Meth cxl of 
Y, Q ML - 1 R' d est imatio n 

0.0112 ** 0.82 i 3 2.002 L. S. 

0.0 1:>3** - 0.1 64 8* 0.828 7 L. S . 

rises by about 0.3 pound over th e previous period. 
Beginning around Sept. 1, with intercept nine, 
demand rises until intercept 11. Demand remains 
constant through Thanksgiving, intercept 12, and 
rises during the last 4-week period of the year. 
The shift during December may be due to in
creased ham consumption during the Christmas 
season. 

Equations 7 and 8 of table 7 and 8 present 
results for dynamic pork demand equations. Inter
cepts are plotted in fig. 3. All intercepts except six, 
seven, eight and nine are significantly larger than 
intercept five. One expects the addition of a signi
ficant variable to eliminate or reduce autocorrela
tion. Here, the addition of a significant variable 
introduces autocorrelation (equations 3 and 8). In 
this study, the introduction of a significant vari
able introduced autocorrelation about as frequent
ly as it eliminated au tocorrelation. The coefficient 
of Q1 •t-1 is significant only when A.L.S. is used. The 
coefficients in equation 7 are substantially dif
ferent from those in equation 8-the standard errors 
in equation 8 are, with the exception of Q Pl-1 , 
smaller than those in equation 7. The value of F 
for the additional contribution of /31 is highly 
significant. 

Fryers 

Equations 4 and 5 of tables 7 and 8 present 
static demand for fryers. Fig. 4 shows the inter 
cepts. The first three and last two intercepts are 
significantly lower than the fifth intercept. None 
of the others differs significantly from the fifth 
intercept. The peak demand for fryers occurs 
during the seventh 4-week period-the period 
containing the Fourth of July. The largest single 
shift (a decrease of about one-fourth pound per 
capita) occurs between periods 11 and 12; i.e., 
during November. This may be related to an in
creased demand for turkeys. Other meats appear to 
be a substitute for fryers. This relation between 
other meats and fryers was not significant with 
the 13-week observations. Although the d statistic 
in equation 4 is significant, the estimate of (3, in 
equation 5 is nonsignificant. 

Equations 9 and 10 and fig. 5 present the 
dynamic demand for fryers. Here, as with pork, 
the introduction of the 1 a g g e d dependent 
variable introduced autocorrelation into the 
residuals, and t he coefficient of the lagged 



dependent variable is only significant in the 
equation estimated by A.L.S. Note that it is 
negative. The value of F for the additional con
tribution of (3 1 is highly significant. Here the use 
of autoregressive estimation increases the size of 
the standard errors. 

Total meat 

Tables 8 and 9 present results for total meat. 
Intercepts are plotted in fig. 6. In equation 1, the 
first, second, third, fourth, t enth, eleventh and 
thirteenth intercepts are significantly higher than 
the fifth intercept. The others are not signifi
cantly different from the fifth intercept. The 
results for equation 2 are the same except that 
intercepts 10 and 13 are not significantly higher 
than the fifth intercept. Since the d statistic in 
equation 1 is so near 2.0 and since (3, was nonsigni
ficant in equations containing temperature, we 
beli eved little additional information would be ob
tained from A.L.S. estimation. Here, as with fry
ers, the significant negative coefficient of lagged 
quantity leads to acceptance of the hypothesis of 
an overadjustment of actual consumption to price 
and income changes within a 4-week period. 

SUMMARY OF 4-WEEK AND 13-WEEK RESULTS 

Demand elasticities 

One way to compare results from 4- and 13-week 
data is to compute demand elasticities. Estimated 
elasticities, computed at mean values, are pre
sented in tables 10 through 14. In these tables, the 
asterisks indicate the level of significance of the 
coefficient upon which the elasticity is based. 

The coefficient of QB t- , was nonsignificant in 
every equation. Table 10 presents beef demand 
elasticities computed from selected static equa
tions only. 

The 4-week and the 13-week analyses lead to the 
conclusion that temperature, seasonal effects, beef 
price and pork price are significant determinants 
of beef demand. The 4-week analyses show that 
income also is a factor affecting beef demand. The 
evidence that income is a factor is somewhat 
weaker in the 13-week analyses. 

Since coefficients of QP t-1 were nonsignificant 
when 13-week data were used, table 11 presents 
only results from static equations for 13-week 
observations. Results from both static and 
dynamic equations are presented for 4-week data. 
The long-run elasticities computed from the 
dynamic 4-week equation do not differ appreciably 
from the elasticities computed from the static 4-
week equation. Nor do these long-run elasticities 
differ appreciably from the elasticities estimated 
from the static 13-week equation. This is con
si stent with the size of the adjustment coefficient, 
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which shows that 95 percent of the total adjust
ment takes place within 8 to 12 weeks. 

Long-run elasticity is the ratio of two coeffi
cients. The denominator is one minus the co
efficient of lagged quantity. This coefficient is 
highly significant in equation 8 of table 7, as are 
the coefficients of P Bt , PP t and P~'t • Even though 
both numerator and denominator are highly signi
ficant, the confidence intervals for the long-run 

109 



Table 10. Se lected e lasticities for beef. 

• Length o f 
E lasticiti es of beef with respect to: Me thod observation 

Table Eq ua tio n of p e riod 
number number Pnt P i •t PF t P o, Y, estimation (week s) 

4 - 0 .57 **''' 0.42 ** • 0.0 1 - 0. 31 

7 1 -0.62''"-'* 0.4 5 * .. - 0.0 1 - 0.35 

Ta ble 11 . Se lected elasticities fo r pork . 

Elastic it ies of pork with respect to : 
Tabl e E quat ion 
number number Pn, P rt Po, 

7 0.72* "' >!< - 0.77 *** 0.26 ** • - 0.49 

7 2 0.7fi* "* - 0 .68*'''* 0.2 5* "' * - 0.5 5 ** 

7 8" 0.4 8*** - 0.fiO** * 0.1 8'* * -- 0. 3 0* 

o. 71 - 0.74 0.26 - 0.45 
( -C/J < e < UJ ) (- 1. 70 < e < 0.63) (-w < e < OJ ) (- 1.54 < e < 

0. 38 • A.L.S.-1 

0.36"'* L .S. 

0.19 

0 .28 * 

O.l 7 

0. 25 
0. 72) ( -Cfl < e < W ) 

13 

4 

Length of 
Method observation 

of period 
estimation (weeks) 

L .S. 13 

L .S. 

A.L.S. -1 

11 F irst line shows sho rt-run elasticities: second line. long- nm e lasticiti es tine! thi rd li ne , app l'ox im a.te 95 -percent confide nce inter va ls for lo ng-ru n 
e la sticiti e s. 

Table 12 . Selected e lasticities for fryers . 

Elast icitie!'; of frye r demand with respect to : 
Table Ectuati o n 

numbet· numbe r 

0.76 

1. 02 

pl 'l 

0.57 

0.9 6* 

o. 7:, o. 71 

- 1.79 *** 

- 0.93** 

- 0.69 

Pr,, 

0.91 

- O.G 2 

- 0.4f, 

Y, 

0.28 

0.2 1 

Le ngth of 
J\fethpcl obsel'vation 

o f pe r iod 
estim atio n (weeks) 

L. S. 

A.L.S. -1 

13 

13 

( - 0.fi~ < e < 2. 18) ( - 0.1 1 < e < l.6 8) (- 1.99 < e < 0 ,1.,) (- :LOS < e < 2.0 !l ) (- 0 !12 < e < 1. 29) 

0.08 

- 0.40 

O.Q:l 

- 0.29 -0.24 
( - 1. 02 < e < 0.48 ) (- 0 .8 < e < 0.4:l) 

- 2.00 ** ''' 

- 2. 49 *** 

- 1.84 
(-~.96 < e < o.:rn) 

l.(ifi * '''* 1. 2 ] **''' L.S . 

·2.87 • ., .•. A.L. S .-1 

2.12 0 .6!i 
(0 .08 < e < 4.04) (0 .11 < e < 1. 18) 

11 First line p l'esents sho rt- r·un e lasticit ies: seco nd l ine long-nm e last icit ies; t·hird lin e, a pprox im nte !l5- pe,·cent con fid en ce in terva ls for lon g-run 
elasticities. 

Tab le 13 . Se lected e lasticities fo r total meat . 

T a ble Eq u:ition 
numbel' nu m ber P FL 

u.u9 • 

0.10** 

0. 10*** 

0.09 
(0 .08 < e < o.n ) 

El ast icities o f total meat dema nd with i- es pect to: 

P ., I L 

- 0.29 

- 0.64"' ** 

- 0 .67*** 

-0.58 
(- 1. f,6 < e < 0.38) 

Po, 

- 0 .27 

0 .1,J 

0.08 

Y, 

0.2 1 

0 .1 9•:• • 

0.07 0.20 
(- 0.18 < e < O.:l:l) ( -w < e < OJ ) 

L ~nh,rt.h of 
Method obse r vation 

of period 
estim atio n ( weeks) 

L.S. 

L .S . 

L.S. 

1 3 

:1 First line shows sho1·t - r un e lasticities: seco nd lin E'. long-run e la s ticities a nd thi rd li ne, app1·oxi m a.te 9:i -percent confid e nce intervals fo r long-run 
elasticities. 
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Table 14. Selected elasticities for cheese, eggs and fluid mi lk. 

Elasticities of dem and for dependent variable w ith fespect to : M ethod 
Tabl e Equation Dependent 

numbe r numbe r varia ble 

3 

5 

6 

6 

4• 

7 

1 

2• 

Qc, 

Q \'l 

Q>:1. 

QtiMt 

Qi,- ~l t 

P.t,· t 

- 0. 16 

- 0.12 

- 0.28 

0. 12 • 

PML P ct P .El 

0.1 6 -0 .60 ** - 0.07 

0.23 - 0.4 2 - 0.25 

0.8 8 - 0.68 - 0.04 

-0.1 ,1 0.06 - 0.17** 

tt First line shows short-run e lasticities; second l ine, long -run elasticities. 

elasticities of pork demand with respect to beef 
price and fryer price range from plus to minus 
infinity. The 99-percent confidence interval for 
the short-run elasticity with respect to pork price 
does not include zero - the 95-percent confidence 
interval for the long-run elasticity does. In later 
tables also, the confidence intervals for the long
run elasticities frequently cover a wide range. 

Both the 4- and 13-week analyses show that beef 
price, pork price, fryer price, temperature and 
seasonal effects are significant determinants of 
pork demand. In both cases, there is some evidence 
that income and prices of other meats also are rel
evant. But in both cases, the equation yielding 
the best fit indicates that income is not signifi
cant. The best fitting 13-week equation indicates 
that price of other meats is not a significant 
factor. In the best fitting 4-week equation, the 
coefficient of P ot is significant at only the 10-
percent level. The coefficient of P 0 t is invariably 
negative, whereas we would expect it to be posi
tive. (The best fitting 13-week equation is the 
static L.S. equation with seasonal dummies. The 
best fitting 4-week equation is the dynamic 
A.L.S.-1 equation with seasonal dummies.) 

Selected elasticities of demand for fryers are 
presented in table 12. Some of the long-run elasti
cities are smaller and some are larger than the 
elasticities computed from the static equations. 
There is no consistency. The long-run elasticities 
are less than the short-run elasticities from the 
dynamic equations, since the coefficients of Qr, - , 
are negative. 

The 4-week equations demonstrate that fryer 
price, price of other meats, income, temperature 
and seasonal variation are significant determin
ants of fryer demand . The 13-week equations also 
show fryer price, temperature and seasonal varia
tion as important determinants. The 13-week 
equations indicate income to be significant also. 

Elasticities of demand for total meat are pre
sented in table 13. The long-run elasticities esti
mated from dynamic 4-week equations are not ap-

of 
P _vMt P en t P cut P o .:\ i: t Y, estimation 

0.61 ** L .S. 

0.4 2* A.L.S .-1 

0.70 

- 0.20 L.S. 

- 0.11 0.07 - 0.04 0. 10** 0.06 L. S 

- 0·.1 3 0.04 - 0.04 0.07 ** - 0.04 A .L. S.-1 

-0.32 0.11 - 0.09 0. 17 -0.11 

preciably different from elasticities computed 
from static 4-week equations. Because of the 
negative coefficients of Q~1t-1, the long-run elastici
ties are smaller than the short-run elasticities. 

The analysis of 4-week data shows that fryer 
price, red meat price, income, temperature and 
seasonal effects are significant determinants of 
total red meat demand. The analysis of 13-week 
data shows temperature and seasonal effects to 
be significant, but is ambiguous concerning the 
effects of fryer price and income and shows meat 
price to be nonsignificant. 

Over-all, elasticities estimated from 4-week and 
13-week data are usually in close agreement for 
variables with significant coefficients. For three 
of the four commodities studied, long-run elasti
cities estimated from dynamic equations are not 
substantially different from elasticities estimated 
from static equations. 

A slightly larger proportion of the coefficients 
are significant in the equations estimated from 4-
week data than in those estimated from 13-week 
data. 

Lags 

Varying the length of the observation period 
has the expected effect on coefficients of lagged 
consumption. Out of 18 possible comparisons 
among pairs of equations (many using equations 
not presented here) coefficients of lagged quantity 
were: nonsignificant in both 4- and 13-week equa
tions in 13 cases, significant in both in one case 
and significant in the 4-week equation and non
significant in the 13-week equation in four cases. 
Evidence of a lag is more common in the shorter 
observation period. 

Varying the length of the observation period 
does not have quite the expected effect on auto
correlation in the e1Tors. Out of 24 possible com
parisons among pairs of equations, estimates of f:31 
were: nonsignificant in both 4- and 13-week equa
tions in 12 cases, significant in both in five cases, 
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significant in the 4-week equation and nonsignifi
cant in the 13-week equation in three cases and 
nonsignificant in the 4-week equation and signifi
cant in the 13-week equation in four cases. Fur
ther, in the five cases in which both were signifi
cant, the ratio of /31 estimated from 13-week data 
to /31 estimated from 4-week data was approxi
mately 1.5, 2.0, 2.5, 7.0 and 10.0. These results 
indicate that the use of t he longer unit observa
tion period is likely to increase the autocorrelation 
in errors rather than to 1·educe it. The reason 
for this unexpected finding has not been investi
gated. It may be due to the nature of the method 
used in aggregating over time to construct the 
13-week data. 

Demands for seven commodities were estimated 
using a unit observation period of 13 weeks-four 
of these were also studied using a unit observation 
period of 4 weeks. 

There was strong evidence that the adj ustment 
period for pork and fryer demand exceeds 4 weeks. 
There was weak evidence that the adjustment 
period for total meat demand exceeds 4 weeks. 
There was no evidence that the adj ustment period 
for beef exceeds 4 weeks . 

There was no evidence that the adjustment 
periods for beef, pork, total meat and eggs exceed 
13 weeks. There was some evidence that the ad
justment periods for fryers and milk exceed 13 
weeks. There was strong evidence that the adj ust
ment period for cheese exceeds 13 weeks. For 
these latter three commodities, the magnitude of 
the adj ustment coefficients was such that 87 to 97 
percent of the total adj ustment for fluid milk and 
97 percent of the total adjustment for frye rs and 
cheese would take place within 1 year. 

These results do not support the argument that 
dynamic demand models are needed for an 
adequate understanding of annual demand. 

It has been argued that autocorrelated errors 
are frequently found in static demand equation;_; 
because a static equation contains specification 
bias, which can be eliminated by adding the lagged 
dependent variable as an independent variable. 
One advantage of adding a lagged dependent 
variable is claimed to the reduction or elimina tion 
of autocorrelation in the disturbances. This view 
finds li ttle support in this study. The addition of 
lagged consumption as an independent variable 
introduced autocorrelation into the errors as fre 
quently as it eliminated autocorrelation from the 
errors. 

In two cases (pork and fryer demand with 4-week 
data), there was no autocorrelation in the errors 
in the static equations. The L.S. coefficient of lag
ged consumption was nonsignificant in the 
dynamic equation. These results lead to the con
clusion of no lag in behavior and no autocorrela
tion in the disturbances. The A.L.S.-1 estimation 
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of the dynamic equation, however, yielded highly 
significant coefficients of lagged consumption and 
hig hly significant autocorrelation coefficients. 
The long-r un elasticities of pork demand estimated 
from the dynamic A.L.S.-1 equation did not 
differ appreciably from the elasticities estimat ed 
from the static L.S. equation. 

In equations containing seasonal dummy vari
ables used in the 13-week analysis of fryer 
demand, again the addition of lagged consumption 
introduced autocorrelation into the errors. In the 
static equations, there was no evidence of autocor
relation. In the dynamic L.S. equation, lagged 
consumption was nonsignificant. In the dynamic 
A.L.S.-1 equation, lagged consumption was signi
ficant at the 10-percent level and estimated /31 was 
highly significant. 

In two cases (13-week analyses of beef and 
total meat), the addition of lagged consumption 
reduced the autocorrelation in the disturbances. 
However, t he coeffici ents of lagged consumption 
were nonsignificant, and the estimates of /3 1 were 
significant at only the 10-percent level in the 
static equations. 

Only in the case of cheese was highly significant 
autocorrelation in the enors of the static equa
tion eliminated by the addition of lagged con
sumption, which was also highly significant. In 
the A.L.S.-1 dynamic equation, however, the esti
mate of /31 was nonsignificant, and lagged con
sumption was significant at only the 10-percent 
level. Even in this case, then, the only sound con
clusion appears to be t hat there is either a lag or 
an autocorrelated enor. 

Absence of a relevant variable - lagged con
sumption or any other - may be a source of autc
correlation in the disturbances. Presence of a rel
evant variable also appears to be a cause of auto
correlation. In one case (13-week static beef equa
tion) , addition of a significant variable (tempera
ture ) introduced highly significant autocorrela
tion into the errors. In two other cases, the addi
tion of significant variables (temperature or sea
sonal dummies) raised the estimate of /31 from 
nonsignificance to significance at the 10-percent 
level. 

If a static elasticity computed from a 4-week 
observation period is less than the corresponding 
elasticity computed from a 13-week observation 
period , this suggests an adj ustment period of more 
than 4 weeks and underadj ustment in the short
run. This sit uation is illustrated in the top part of 
fig. 1, if each time period is defined as 4 weeks. 
If a static elasticity estimated from 4-week data 
exceeds the corresponding elasticity from 13-week 
data, this suggests an initial overadjustment as 
illustrated in t he bottom part of fig. 1. 

In this study, the comparisons of the static 
elasticities from 13-week and 4-week observations 



indicated a different type of lag distribution for 
own-price and income changes in every equation. 
When the own-price elasticities indicated an initial 
underadjustment to price changes, the income 
elasticities always indicated an initial overadjust
ment and vice versa. Of the lag distributions that 
were significant in the dynamic analyses, the type 
of adjustment, as shown by the coefficient of lag
ged consumption, was always the kind suggested 
by the static comparisons of the own-price elasti
cities. 

This suggests that the assumption made in the 
Koyck-Nerlove model, that the distribution of lag 
is the same for every variable, may not be valid. 
An assumption of different lag distributions for 
different variables can be incorporated into a 
variant of the Koyck model. Consider equation 1.1 
and replace equation 1.2 by 

(1.2.a) b ,;= Ab,; -,, - l < A< l 
b,; = p, b2i -1 - 1 < p, < 1 

From equations 1.1 and 1.2.a we derive• 

(1.4.a) y t = b,0X1t - b11p, X1t-1 
+ b,oXzt - b,oA X2t-1 + (p, + A) Y t-1 
- /J- Ay,-,. 

MEASURES OF AUTOCORRELATION IN ERRORS 

Different tests for the presence of autocorrela
tion in the disturbances were used in this study: 
A.L.S. estimation, d statistic and von Neumann
Hart ratio. They were not all used for each equa
tion, but a ll were used for 18 equations. Compara
tive results are presented in table 15. 

A disadvantage of the Durbin-Watson tables of 
the d statistic is the inconclusive range - the 

"Th e deri vation is prese nted in ( 21). Ma rtin a lso presents a n A. L. S. 
procedu re for estimatin g t hi s m ode l under t he assum ptio n of auto
co rre lated d isturban ces . 

Table 15. Number of equations in which Durbin-Watson d, esti

mated /3 , and von Neumann-Hart ratio are significant and 

nonsignificant by two-tailed test ." 

Status of 
esti mated /3, at Status of Durbin-Watson d at 10-perce nt level 

10-percent le ve l S ignificant N o n sig nifi cant Inconclusive Tota l 

Sign ificant ··--------· •· --· 

Nonsignificant ...... ... . 

Total ....... .. .. ........ .... . 

1" 

1 

10 

8 

10 

18 

:ivon Neumann-Ha rt ratio was non s ig nifi cant in a ll but t he three equa
t ions noted in footnotes b a nd c . 

bvo n Neum a nn-Ha r t test was s ignifi can t fo r t hi s equation. 

(_'vo n Neumann-Ha r t ratio was sig ni f ica111t for two of t hese equatiO'Ils . 

11Lagged depende nt vari able a ppea rs in t hl'ee of t hese equations. In all 
t h1 ee esti mated /3 1 was s ignifican t at t he 1-percen,t level. 

eLagged dependent variab le appea rs in two of t hese eq uations. 

range in which the test does not permit either the 
conclusion of significance or of nonsignificance. 
Theil and Nagar• (28) have presented a table of 
significance levels for testing the null hypothesis 
against the alternative hypothesis of positive 
serial correlation in the disturbances. Their test 
is derived on the assumption that the first and 
second differences of the independent variables 
are small in absolute value compared with the 
range of the actual variables. Their significance 
levels are close to the upper bound (d ,, ) of Durbin
Watson. Their test leads to rejection of the null 
hypothesis whenever the Durbin-Watson test does 
and in almost every case in which the Durbin
Watson test is inconclusive. The Theil-Nagar table 
provides only a one-tail test against positive serial 
correlation. An approximate test against negative 
serial correlation was obtained by assuming 
symmetry about 2.0 . In every case in which the 
Durbin-Watson test was inconclusive, the Theil
Nagar test was significant. 

It is known that the von Neumann-Hart ratio 
accepts the null hypothesis of serial independence 
too frequently. One Monte Carlo study indicated 
that the Durbin-Watson d statistic also accepts 
the null hypothesis too frequently (18). The 
results here confirm these findings and also sug
gest that the Theil-Nagar d may reject it too 
frequently. 

The lagged value of the dependent variable ap
pears in five of the 18 equations. In three of the 
five, the Durbin-Watson d was inconclusive, 
whereas the estimate of /3, was significant. This 
might be expected, since the Durbin-Watson test 
is not appropriate for equations containing lagged 
values of the dependent variable among the in
dependent variables. 

In eight different cases where it appeared that a 
second-ord~r autoregressive error would be ap
propriate, the A.L.S.-2 procedure was applied. In 
all eight cases, estimated /31 from the A.L.S.-1 
procedure was highly significant. In four of the 
eight A.L.S.-2 equations, estimated /31 was signi
ficant and estimated /3, was nonsignificant. In 
three A.L.S.-2 equations, estimated /3 1 dropped to 
nonsignificance and estimated /32 was significant. 
In only one A.L.S.-2 equation were both estimated 
/31 and /32 significant. The estimates ( other than 
the autocorrelation coefficients) obtained by 
A.L.S.-2 usually differed little from those obtained 
by A.L.S.-1 even when the second-order auto
correlation coefficient was significant. This sug
gests that econometricians may not go far wrong 
in arguing that a first-order error model is 
adequate. 

EFFECT OF METHOD OF ESTIMATION 

In their study of autocorrelated disturbances, 
Hildreth and Lu (13) classified each equation ac-
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cording to the difference in estimates between L.S. 
coefficients and coefficients estimated from a 
model with first-order autoregressive errors. They 
used three classes : 

I. Negligible difference. None of the re-esti
mated coefficients differ from the corresponding 
L.S. estimates by as much as 20 percent. 

IL Noticeable difference. Some, but fewer than 
half, of the coefficients change by 20 percent or 
more. 

III. Substantial difference. Half or more of the 
coefficients change by at least 20 percent. 

Out of 17 equations, they placed seven in class 
I. five in class II and five in class III. 

Applying this classification scheme to the re
sults of this study yields the results in table 16. 
In nearly half - 15 - of these equations, there 
was evidence of autocorrelation in the errors. And 
13 of these 15 equations are in class III. As would 
be expected, A.L.S. estimation makes less dif
ference in the coefficients when estimated /3 1 is 
nonsignificant. 

The number of equations compared here differs 
from the number compared in the section on 
Measures of Autocorrelation in Errors, because d 
statistics were not computed for all equations. 
Another way of looking at the difference a first
order autoregressive error model makes is to com
pare levels of significance. These results are sum
marized in table 17. This table uses 10 percent as 
the critical level. In 80 percent of the cases, both 
methods resulted in the same conclusion concern
ing a coefficient's significance. In 20 percent, how
ever, they yielded different conclusions. 

A.L.S. estimation reduced standard errors more 
often than it increased them. Considering only 
those cases where estimated /3 1 was significant at 
or beyond the 10-percent level and only those co
efficients which were significant at the 5-percent 
level in either the L.S. estimates or the A.L.S. 
estimate or both: the A.L.S. standard error was 
smaller than the L.S. standard error in 25 cases, 
larger in 14 cases and equal in 2 cases. In 10 of the 
14 cases in which the A.L.S. standard error was 
larger, the equation contained a lagged consump
tion variable whose coefficient was significant in 
the A.L.S. equation and nonsignificant in the 
L.S. equation. These results are suggestive of the 
inefficiency of L.S. estimates in equations with 
autocorrelated errors. 

Tables 16 and 17 and the Hildreth and Lu 
results suggest one weakness of the Wold (35) 
and Zellner (36) procedures. While correcting 
for the effects of autocorrelated disturbances on 
estimated standard errors, these procedures ignore 
the effects of autocorrelated disturbances on the 
estimated coefficients. These latter effects may be 
substantial. 

In summary, autocorrelated errors appear to be 
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Table 16. Equations classified according to the percent difference 

between L.S . and A.L.S.-1 coefficients. 

'1 1 signifi can t a t 
10 pe rcent .... 

'3 1 no nsignHica n t at 
10 pe rcen t... .................... 6 

Tota l . .............. .... ............ .. 

N umber of equations 

II 

9 

11 

III 

13 

3 

16 

Tota l 

15 

18 

33 

Table 17. Effect of significant autocorrelation as evidenced by esti

mated (3,, significant at 10-percent level. 

Numbe r of A.L.S. -1 
coeffi cie nts 
sig n ifi can t at 

5 per cen t ..... ....... . 

Num ber of A .L. S.-1 
coeffi cien t s 
no nsig nifi ca nt at 
5 per cen t ...... ..... ....... ....... . 

Tota l ..... ......... .... ...... .. .. .. 

Num ber of L .S. coeffi cien ts 

Signifi can t 

at 5 pe rcen t 

27 

7 

34 

No nsig nifican t 
at 5 percen t 

7 

30 

87 

T ota l 

34 

37 

71 

rather common phenomena in equations fitted to 
monthly or quarterly data. The use of a first-order 
error model often leads to different conclusions 
concerning size of coefficient or level of signifi
cance. 

COMPARISONS OF A.LS. WITH 
HILDRETH AND LU PROCEDURE 

Hildreth and Lu (13) have estimated several 
equations that are assumed to possess first-order 
autoregressive errors by a procedure similar to the 
A.L.S.-1 procedure used in this study. Therefore, 
to provide a basis for comparing the two estima
tion procedures, three of the equations which 
Hildreth and Lu considered have been re-esti
mated by A.L.S.-1. The estimation procedure sug
gested by Hildreth and Lu, the advantages and 
disadvantages of their procedure compared with 
the A.L.S. procedure and comparisons of the 
results of the two estimation procedures shall now 
be considered. 

Estimation procedure of Hildreth and Lu 

Suppose that the parameters of an equation of 
the form: 

K 
(4.1) Y t = ao + }; a;X; t+u t t = l ... n 

are to be estimated under the assumption 

(4.2) U t = /3 U L- 1 + Et - 1 < /3 < 1 



where Y L is the dependent variable, the X; t are K 
independent variables, u , is the error in equation 
4.1 which is assumed to follow the first-order auto
regressive scheme, equation 4.2, with autocor
relation coefficient (3, and t:, , is normally and in
dependently distributed with zero mean and con
stant variance. Equations 4.1 and 4.2 may be re
duced to the form : 

a ; (X ;, - (3X ;t-, ) + ci. . 

The a; may now be estimated for any given 
value of (3, (3*, by running the usual L.S. re
gression of (y, - /3* Yt-1) on the (X ;t - /3* X; t-, ) 
where the small letters Yt-i and X; ,-j , represent 

deviations from the respective means, Y t-i and 

:X; t+ The estimate of the constant term in equa
tion 4.3 is obtained in the usual manner. There
fore, the estimate of a 0 may be obtained by multi-

plying this constant by 
1 

1 - /3':' 
The procedure suggested by Hildreth and Lu 

consists of selecting several values of (3 between 
- 1 and 1, transforming either the original data 
or the moment matrices for each of the selected 
values of (3 and obtaining the L.S. fit of equation 
4.3 for each of the selected values. Next, select 
that L.S. fit that resulted in the smallest residual 
sum of squares. Then, select several new values for 
/3 that are slightly larger and slightly smaller than 
the value which resulted in the smallest residual 
sum of squares, transform the data by the new 
estimates of (3, refit the equation of L.S. and con
tinue this process until the desired accuracy in the 
estimation of (3 is obtained. The final set of esti
mates for the a; and (3 will be maximum likelihood 
estimates and will be consistent. 

Demand for summer lemons5 

The first equation selected for comparison was 
Hildreth and Lu's equation for the demand for 
summer lemons, which is of the form: 

ti Our . Hildreth a nd Lu p roced ure estimates were obtained by us in g t he 
sarne I.B .M. program t hat was used to obta in A.L .S. estimates. 

(4.4) x ,t = ao + a,XH + a2X:it + a3XH 
+ a,T + a5T 2 + Ut . 

where X, t is the price of summer lemons, Xzt is 
the United States supply of summer lemons, X 3 t is 
the United States nonagricultural income pay
ments, X Jl is the average monthly temperature 
and T is time. This equation, originally estimated 
by Hoos and Seltzer, was selected for further in
vestigation because of the inconclusive test of the 
Durbin-Watson statistic reported by Hildreth and 
Lu. 

Equations 1 and 2 in table 18 present, re
spectively, the L.S. fits obtained by Hildreth and 
Lu and by us after we reconstructed the data. 
Although slight differences appear between the 
L.S. fits, these differences are small and should 
not invalidate the comparison. 

Equations 3 and 4 present, respectively, the 
results obtained by Hildreth and Lu and by 
A.L.S.-1 after six iterations. As one would expect, 
the results of the two estimation procedures give 
coefficients that are quite comparable; i.e., to two 
decimal places, the coefficients are identical. After 
six iterations, the A.L.S.-1 estimates were ac
curate to eight decimal places; i.e., the computer 
could find no other set of coefficients that would 
reduce the residual sum of squares. In addition, 
the estimate of the autocorrelation coefficient 
- 0.30, was not significant. Therefore, the hypo~ 
thesis that the errors in the L.S. equation are in
dependent was not rejected. The apparent contra
diction between the negative estimate of (3, which 
would indicate negative autocorrelation of the 
errors, and the Durbin-Watson statistic of 1.088 
reported by Hildreth and Lu, which would in
dicate positive autocorrelation of the errors, may 
be partially resolved since the estimate of (3 is not 
significant. The use of A.L.S.-1, however, did 
result in significant coefficients of T and T 2 pri
marily because of a reduction in the magnitude of 
their respective standard errors. 

Demand for green peppers 

The second equation selected for comparison 
was Hildreth and Lu's equation for the demand 
for green peppers, which is of the form : 

(4.5) Xn = ao + a,xzt + a2X3t + Ut 

Tab le 18 . Selected statisti cs from reg ression estimates of the demand for summer lemons. 

Et1 uation. X:: , X co X11 

1 -0 .1 23 7 0.0244 0.28 76 

2 - 0.123 3* ** 0.0244 *** 0.2877*** 

3. - 0.11 40 0.0241 0.233 4 

4. - 0.11 39*'"'' 0.024 1 *** 0 .2328* ** 

T 'I'' /3, 

- 0.0754 -0.006 5 Q 

- 0.07 59° - (r.0066' 0 

- 0.0721 - 0.0075 - 0 .30 

- 0.0790 *** - 0.00,75** - 0. 3047 < 

R ss 

4.0203 

4. 03 25 

~.7894 

3. 78 00 

R' 

L. S. 

0.8604 L. S. 

H.L. 

0.8692 A.L. S. -1 6 
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Table 19. Sele cted stat istics from regression e stimates of the de ma nd ;o r g reen pep p ers. 

• Method of Number of 

E quation X, x, /11 {1, R ss R' es ti matio n iterations 

l 0 . 7 04 3 -0.0000 19 0 0 8 .098 L .S. 

0 .6297* ** -0.0 000 34 0 0 7 .57 43 o.7~n L .S. 

- 0.0 383 0.000048 0.88 0 3.705 H .L . 27 

0.0156 0.00004 9 0.8409 *** 0 3.4296 0.874 :l A.L.S.-1 6 

0.0J:,;l 0.0000 49 0.8 533*** - 0.0119 3.4 29 0 0.87n A.L. S. -2 8 

where x lt is the price of green peppers at Clinton, 
N. C., X2 t is the price of North Carolina green 
peppers on the New York wholesale market and 
x,t is the supply of green peppers on the Clinton 
market. This equation, originally estimated by 
Linstrom and King, was selected because the d 
statistic rejected the hypothesis of independent 
errors and because Hildreth and Lu suggested the 
possibility that the error structure might actually 
follow an autoregressive scheme of higher order. 

Equations 1 and 2 in table 19 present the L.S. 
fits obtained, respectively, by Hildreth and Lu and 
the authors. The differences between the coeffi
cients of equations 1 and 2 are due to the use of 
one less observation in equation 2. To investigate a 
second-order autoregressive error scheme and to 
compare the estimates of L.S., A.L.S.-1 and 
A.L.S.-2, two observations were omitted in the L.S. 
fit and one observation was omitted in the A.L.S.-1 
fit . Thus, results of equation 1 are based on one 
more observation than the results of equation 2. 

Equations 3 and 4 present, respectively, the 
results obtained by the Hildreth and Lu procedure 
and A.L.S.-1 after six iterations. Again, there is 
one less observation in the A.L.S.-1 equation. 
However, there are no significant differences 
between the coefficients of equations 3 and 4. 

In agreement with the d statistic computed 
by Hildreth and Lu, the estimate of /3 1 is highly 
significant. Thus, the estimates obtained by L.S. 
are probably inefficient. The inefficiency of the 
L.S. estimates is illustrated further by the fact 
that the coefficient of X, is significant in the L.S. 
fit, equation 2, but is not significant in the 
A.L.S.-1 fit, equation 4. The F for the additional 
contribution of (3, to the L.S. fit, equation 2, was 
20 !'i45 with 1 and 17 degrees of freedom. 

Equation 5 presents the results of A.L.S.-2 
estimation. After eight iterations, the computer 
could find no other set of coefficients that would 
reduce the residual sum of squares, Rss • Since the 
estimate of /32 is not significant, the hypothesis 
of independent errors in equation 4 is not rejected. 
The possibility remains, however, that the error 
structure follows other than an autoregressive 
scheme -of first or second order. 

Demand for ice cream 

The form of the original equation is : 

(4.6) X1 t = ao + a1X,t + a ,x,n + aaxH + Ut 

where x, t is the per-capita consumption of ice 
cream, x,t is the price of ice cream, Xat is weekly 
average fami ly income and x.1t is mean tempera
ture. 

Equations 1 and 2 in table 20 present, respec
tively, the L.S. fits obtained by Hildreth and Lu 
and by us after we reconstructed the data. Notice 
that the estimated coefficients of equations 1 and 
2 are identical. In addition, each coefficient is 
highly significant. 

Equations 3 and 4 present the results obtained 
by Hildreth and Lu and A.L.S.-1 after 10 itera
tions, respectively. In agreement with Hildreth 
and Lu's findings, temperature appears to be the 
most important factor affecting the per-capita 
quantity of ice cream purchased. Also in agree
ment with the test of the d statistic computed 
by Hildreth and Lu, the estimate of ,8 , is signifi
cant and positive. 

This set of equations illustrates how erroneous 
conclusions may result from the application of L.S. 
if, in fact, the errors are not independent. 

Table 20 . Se lected stati stics from re g re ssion e stima tes of the de mand for ice cream. 

Method of Number of 
E<:tuation X, Xa X, /3 , R,, }{' esti m ation iterations 

1 .-0. 7378 0.003 98 0.003 64 II 0.02 952 ] L. S. 

2 -0.7378*** 0.00 398** * 0.00%4 *** II 0.029521 0. 76 34 L. S . 

:l - 0.8967 0.00316 0.0035:i 0.'11 0 .0:!54 5 2 H .L . 21 

- 0.9220•· 0 .00265" 0.00:{5 3::::j:,j: 0.4 11 6* 0.026261 o. 7896 A.L.S.-1 1 0 
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Advantages and disadvantages 

As was expect ed, the estimation procedure 
used by Hildreth and Lu and the A.L.S.-1 pro
cedure r esulted in similar estimates for a ll th1·ee 
of the equations investigated. We anticipate that 
the two procedures will almost invariably yield 
substantially the same estimates. 

An important element in determining which 
procedure is superior is the frequency of occur
r ence of multiple maxima. So long as we assume 
- 1 ,;;;; (3 ,;;;; 1, around 25 iterations suffices for the 
Hildreth and Lu procedure. If the likelihood 
function has one maximum, A.L.S.-1 usually re
quires from four to 10 iterations. Using A.L.S.-1, 
one can search for local maxima by using more 
than one initial start vector . The total number of 
iterations increases accordingly. In work published 
elsewhere (6, p. 78) and in some unpublished 
work, we have found cases of multiple maxima, 
but only rarely. Hildreth and Lu found no ex
amples of multiple maxima in the 17 equations 
they recalculated . The evidence to date indicates 

that multiplicity of maximum is a rare phenom
enon. 

The Hi ldreth m1d Lu procedure becomes cum
bersom e in th e estimation of models containing 
second-orde1· autoreg1·essive errors because of the 
possible large number of paired combinations of 
coefficients. The estimation of such models by 
A.L.S. requires little more work than the estima
tion of first-order models. 

The A.L.S. procedure provides estimates of the 
large sample variances and covariances of the 
estimates of a;, (3, and (3,. With the Hildreth and 
Lu procedure, one could obtain conditional 
variances and covariances of the est imated a i for 
each value of (3. 

Computation for either procedure is relatively 
simple, involving only transformation of the data 
and application of L.S. to the transformed data to 
obtain estimates of the parameters. 

Additional work needs to be done in nonlinear 
estimation using various estimation techniques 
before one procedure can be recommended as being 
superior to another. 

IOWA STATE TRAVELING LIBRARY 
DES MOINES, IOWA 

117 



LITERATURE CITED 

1. Bilkey, Warren J. The vector hypothesis of 
consumer behavior. Jour. Marketing. 16:137-
151. 1951. 

2. Duesenberry, James. Income, savings and 
the theory of consumer behavior. Harvard 
University Press, Cambridge, Mass. 1949. 

3. Durbin, J. and G. S. Watson. Tests for serial 
correlation in least squares regression, II. 
Biometrika. 38 :159-178. 1951. 

4. Friedman, Milton. A theory of the consump
tion function. Princeton University Press, 
Princeton, N. J. 1957. 

5. Fuller, Wayne A. and George W. Ladd. A 
dynamic quarterly model of the beef and pork 
economy. Jour. Farm Econ. 43 :797-812. 1961. 

6. ---- and James E. Martin. The effects 
of autocorrelated errors on the statistical 
estimation of distributed lag models. Jour. 
Farm Econ. 43 :71-82. 1961. 

7. ---- A note on "The effects of auto
correlated errors on the statistical estimation 
of distributed lag models." Jour. Farm Econ. 
44 :407-410. 1962. 

8. Griliches, Zvi . A note on "Serial correlation 
bias in estimates of distributed lags." Econo
metrica. 29 :65-73. 1961. 

9. Gurland, John. An example of autocorrelated 
disturbances in linear regression. Econo
metrica. 22 :218-227. 1954. 

10. Hart, B. I. Significance levels for the ratio 
of the mean square successive difference to 
the variance. Ann. Math. Stat. 13 :445-447. 
1942. 

11. Hartley, H . 0. The modified Gauss-Newton 
method for the fitting of nonlinear regression 
functions by least squares. Technometrics. 
3 :269-280. 1961. 

12. ---- and A. 0. Booker. Nonlinear least 
squares estimation. Statistical Laboratory, 
Iowa State University, Ames. (Unpublished). 

13. Hildreth, Clifford and John Y. Lu. Demand 
relations with autocorrelated disturbances. 
Mich . Agr. Exp. Sta. Tech. Bui. 276. 1960. 

14. Hurwicz, Leonid. Least squares bias in time 
series. In, T. C. Koopmans (ed.). Statis
tical inference in dynamic economic models. 
John Wiley and Sons, Inc., New York. 1950. 
pp. 365-383. 

15. Katona, George. Psychological analysis of 
economic behavior. McGraw-Hill Book Co., 
Inc., New York. 195l. 

16. Klein, Lawrence R. A textbook of econo
metrics. Row, Peterson and Co., Evanston, 
Illinois. 1953. 

17. Koyck, L. M. Distributed lags and investment 
analysis. North Holland Publ.ishing Co., 
Netherlands. 1954. 

18. Ladd, George W. Monte Carlo d statistics. 
Department of Economics and Sociology, Iowa 
State University, Ames. (Unpublished re
search) . 

19. ---- and John R. Tedford. A generaliza
tion of the working method for estimating 
long-run elasticities. Jour. Farm Econ. 
41 :221-233. 1959. 

20. Mann, H. G. and A. Wald. On the statistical 
treatment of linear stochastic difference equa
tions. Econometrica. 11 :173-220. 1943. 

21. Martin, James E. An application of distri
buted lags in short-run consumer demand an
alysis. Unpublished Ph.D. thesis. Iowa State 
University Library, Ames, Iowa. 1962. 

22. Modigliani, Franco. Fluctuations in the saving 
income ratio: a problem in economic forecast
ing. In, National Bureau of Economic Re
search Studies in Income and Wealth, No. 11. 
1952. pp. 371-441. 

23. N erlove, Marc. Distributed lags and demand 
analysis for agricultural and other com
modities. U. S. Dept. Agr. , Agr. Handbook 
141. 1958. 

24. Quackenbush, G. G. and J . D. Shaffer. Collect
ing food purchase data by consumer panel -
a methodological report on the M.S.U. con
sumer panel, 1951-1958. Michigan Agr. Exp. 
Sta. Tech. Bui. 279. 1960. 

25. Riley, Harold M. Some measurements of con
sumer demand for meats. Unpublished Ph.D. 
thesis. Michigan State University Library. 
East Lansing, Michigan. 1954. 

26. Stanton, B. F. Seasonal demand for beef, pork 
and broilers. Agr. Econ. Res. 13: 1-14. 1961. 

27. Stigler, George J. The theory of price. Mac
Millan Co., New York. 1946. 

28. Theil, H. and A. L. Nagar. Testing the in
dependence of regression disturbances. Jour. 
Amer. Stat. Assoc. 56 :793-806. 1961. 

29. Tintner, Gerhard. Econometrics. John Wiley 
and Sons, Inc., New York. 1952. 

30. U. S. Weather Bureau. Local climatological 
data .. Lansing, Michigan. Monthly. 1951-1958. 



31. von Neumann, John. Distribution of the ratio 
of the mean square successive difference to 
the variance. Ann. Math. Stat. 12 :367-393. 
1941. 

32. Wang, H. F. Retail food price index based on 
M.S.U. consumer panel. Unpublished Ph.D. 
thesis. Michigan State University Library, 
East Lansing, Michigan. 1960. 

33. Watson, G. S. Serial correlation in regression 
analysis, I. Biometrika. 42 :327-341. 1955. 

34. ---- and E. J. Hannan. Serial correlation 
in regression analysis, II . Biometrika. 42: 
436-448. 1956 . . 

35. Wold, Herman. On least squares regression 
with autocorrelated variables and residuals. 
Bulletin de L'institut International de Statis
tique. 32 :277-289. 1950. 

36. Zellner, Arnold. Econometric estimation with 
temporally dependent disturbance terms. 
Inter. Econ. Rev. 2 :164-17R. 19n1 . 

119 


