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INTRODUCTION 

This report continues work begun at the University of Iowa in 1972 

(Institute of Urban and Regional Research) and initially reported in Louviere, 

Beavers, Norman, and Stetzer (21). This work represents an extension of 

previous work in modal demand and policy sensitivity begun under U. M. T .A. 

sponsorship in 1971 (20, 21, 22, 23). This particular report summarizes the 

methodology and results pertinent to an experiment in predictive modeling 

of demand for public bus transportation as a function of several policy­

sensitive factors. Although the methodology closely parallels that reported 

in (21) above, important departures will be noted in this document. 

BACKGROUND 

The current state-of-the-art in travel demand forecasting has been 

summarized in a recent Highway Research Board Report (12). This paper 

will not attempt to review the field, as comprehensive discussions are 

contained in that document. It is sufficient to note that our approach is 

closely related to the so-called "abstract mode" approaches (14, 18, 25), 

but is derived from a consideration of theories of human information processing 

and evaluation developed in psychology (1, 2, 3, 4, 5, 6, 7, 8, 9, · 10, 11, 

15, 16, 26, 27). Those readers familiar with the modal demand conceptual­

izations derived from economics and other related areas (14, 18, 25) will 

find the conceptual framework (theory) presented here to be similar. Most 

of the terms used herein that may appear unfamiliar are defined in (21), 

should the reader wish to refer to a more detailed discussion of theory and 

methodology. 

Basically, it is assumed that individuals process the same information 

in a quantitatively similar fashion. Each piece of transportation related 

information relevant to choice of mode -- be it the fare on the bus, the 

location of the bus stop, the travel time advantage of one mode over another, 

etc. -- can be represented by two parameters: its weight, or importance; 
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and its scale value, or the position of the item along the dimension of 

judgment. These two parameters interact in a multiplicative fashion and 

form the basic primitives in algebraic theories of human evaluation. 

It should also be understood that although we will use the term 

"evaluat.ion" throughout this paper, it is considered synonymous with the 

terms "decision," "judgment," "attitude," "impression," "opinion," 

"feeling," "preference," etc. Although these terms often have sharp 

definitional distinctions in the literature (26), the same basic psychological 

process -- evaluation, or the processing of information -- is inherent in 

each. Thus, an understanding of the basic process -- the object of inquiry 

in this report -- simultaneously illumines each of these separately defined 

processes. 

For simplicity we assume that individuals transform the objective 

transportation environment (i.e. , objective reality) into a new, subjective 

dimension, which is used as sone of the bases for evaluating information. 

That is; the relationship between the objective and subjective dimensions · 

may be expressed as follows: 

s. = f (S .) , 
1 1 

(1) 

where s. is the ith subjective stimulus value corresponding to the ith 
1 

objective stimulus S .. 
1 

For example, if the subjective evaluations are transformed in a linear 

fashion this would mean that subjective evaluations increased (or decreased) 

one unit for each unit change in the objective stimulus. It is likely, however, 

that these transformations are not linear (21, 23). This is, one's evaluation 

of the "goodness" of bus fares might be expected to decrease at an increasing 

rate. Thus, unit changes in real fares would occasion increasingly greater 

than unit changes in subjective "badness." 

But the individual does not consider the objective factors which 

influence his evaluations one at a time. Rather, the individual "puts 

together" a number of factors simultaneously in his evaluations. This 
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simultaneous evaluation process, of course, does not preclude the individual 

from changing the composition (both number and nature) of the factors which 

influence his evaluations as the occasion warrants. In fact, we will provide 

evidence of such changes in this paper. Because the individual can, and 

apparently does change the criteria of relevance, as well as the importance 

placed upon them, traditional methods of modeling travel demand cannot 

possibly provide accurate assessments of real demand. The current methods, 

because they study individual behavior, can and do identify and describe 

the subtle changes in human evaluations. Thus, the real problem is to 

discover how the individuals "put together" the information they use to 

evaluate transportation alternatives. 

0 nee the objective trans port a tio n e nv iro nme nt is trans formed, the 

individual weighs or places some importance on each item of information. 

The items then are combined in some fashion to make an evaluation. If 

these processes do not occur simultaneously, they occur so rapidly, that 

they may be treated "as if" they so occurred. There is not yet any proof, 

for example, that studying the individual items or factors which influence 

judgments will allow us to predict the manner in which they will act in 
1 

concert (5, 7, 8, 9, 10); although Louviere and Meyer have shown that 

if one knows the right model -2_ priori, one can use scale values derived from 

consideration of items one-at-a-time to predict responses to combinations 

of these items. 

The point is worth elaboration. Consider an experiment in which one 

desires to scale (measure) the effects of two drugs A and B on a rat. One 

might first inject several dosage levels of A on one set of rats and several 

of B on another set; or inject A, observe behavior, let the effects of A 

dissipate, then inject B and observe behavior. But suppose one wanted to 

measure the joint effects of administering A and B together? We submit, 

1
This paper is under editorial consideration at the time of writing. 
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knowledge derived from administering A and B separately would not be very 

useful in predicting the joint effects (A and B) unless one had a prior theory 

of how A and B combined to result in the observed behavior. "Techniques" 

and "methods" of scaling attempt to measure the single effects of a set of 

transportation factors, without consideration of their joint effects and with­

out an£ priori model to describe the joint effects. It is clear that a con­

siderable amount of error may possibly obtain in such efforts. 

The remainder of this paper is devoted to a discussion of an ex­

perimental and analytical method for describing the conjoint effects of several 

simultaneous influences on travel demand in the context of public bus rider­

ship. It also suggests extensions from the realm of practical prediction to 

that of theory construction -- the former being the main focus of this paper. 

METHOD 

Five factors which are potentially manipulable in public policy 

decisions regarding design and implementation of public bus systems are 

examined. These factors are bus fare (10¢, 25¢, 40¢) ;headways (15 minutes, 

30 minutes, 45 minutes); reliability (4 minutes, 8 minutes, 12 minutes late); 

parking costs downtown (10¢/hour, 20¢/hour, 30¢/hour); and difference in 

travel time of bus over car (10 minutes, 15 minutes, 20 minutes). All com­

binations of these factors would describe 243 different bus systems. The 

object is to describe the behavior (evaluation response) of individuals with 

respect to each of the different systems. We want to be able to do this at 

the level of the single individual so that any systematic errors in aggregation 

to group data can be detected. One such error, e.g., would be the use of 

different evaluation strategies by different individuals or subsets thereof. 

Working at this level requires repeated measures experimental designs 

so that intra-subject as well as inter-subject reliability can be assessed. 

This demands careful attention to experimental controls and procedures, and 

virtually precludes survey methods at this stage of the research. The large 
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number of possible different bus systems (243) demands some procedure for 

reduction because such a large number of judgments will be difficult for 

people to make. 

Concommitantly, model-building considerations demand careful at­

tention to statistical estimation possibilities. Because orthogonality of 

factor design greatly enhances parameter estimation and test of goodness-

of-fit possibilities, this property should be retained. Previous findings have 

indicated that non-linear models would be necessary to describe the response 

behavior; hence, as much information regarding higher-order factor combinations 

(3-way, 4-way) as possible should be retained. Fractional factorial designs 

(17, p. 12) permit one to preserve orthogonality while still examining some 

interaction terms in a design. The experimental design employed in this 

research is a 1/3 reduction (81 combinations) of a completely crossed 35 

factorial design (5 factors at 3 levels = 243 combinations) which permits 

independent estimation of all main effects and two-way interactions. Appendix 

One contains the levels of the factors in the 81 combinations. 

Except for fractionation of combinations, the experiment closely follows 

the procedure detailed in (21, 23). The major difference is that each subject 

judges experimental items that contain five phrases at a time for a total of 

81 items. A typical item is shown in Figure 1. The response scale was 

changed: instead of either end being marked off by "O" or "100", it was 

marked off by "always take car" and "always take bus," respectively. In 

this experiment the 150 millimeter line scale was scored to the nearest 5 mm 

(see Louviere, 19), deriving a 30-category scale. Thus, scores of greater 

than 15 indicate increasing likelihood of taking a bus, with 22. 5 denoting a 

50% chance of taking the bus. Thus, this scale permits one to separately 

define likelihoods of using either mode of travel. 

Two experimental sessions were held. The first session consisted of 

six students solicited at $2. 50 per hour from the Iowa Office of Student 

Employment. The second session consisted of four men and one woman 
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Parking costs average I 0¢ per hour. 
The trip takes about 10 minutes longer by bus than by car. 
The fare is 40¢. 
The bus is scheduled to pass the closest stop every 30 minutes. 
The bus may be as much as 4 minutes late. 

bus £, ___________________________ _, 

Always 
take 
bus 

Figure I. A Sample Experimental Item 
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solicited from an outlying subdivision at the terminus of one of the bus 

routes. All of the latter subjects were non-student volunteers. Regardless 

of session, all subjects evaluated each of the 81 experimental combinations 

four (4) times. The first set (replication) of evaluations was treated as 

practice and not analyzed. Subjects were instructed to assume buses and 

cars were their only travel alternatives; they were asked to evaluate each 

separate bus system in the context of a trip to school or work. They were 

told that the ends of the scale, "always • • • , " "never . • . , " represented 

absolute certainty of an evaluation. That is, nothing could possibly alter 

this evaluation. To emphasize the wide range of possibilities not explored 

in the experiment, subjects were shown combinations of items (bus systems) 

that were considerably worse and/or better than those they would evaluate. 

Instruction sheets and descriptions of these better and worse systems were left 

with the subjects to be referred to as they chose. 

Experimental items were placed in "packets" consisting of the 81 items 

and nine "filler items." Fillers are combinations of items that are more 

extreme than those in the experiment; they serve to transfer bias away from 

the items of interest because subjects quickly learn the "best" and '.'worst" 

combinations and adjust their responses accordingly. Within a packet (90 

combinations) the order of presentation of the items is randomized, as is 

the order of presentation of the phrases within items. This technique, 

called "counterbalancing," reduces order of presentation bias. Subjects 

were run in groups with no discussion permitted amongst themselves. The 

experiment took about one (1) hour to complete on the average. 

RESULTS 

Because the experiment is a fraction of a factorial design, in a 

rep~ated measures format, Analysis of Variance has a straightforward 

application. Significant Main Effects denote that the factor(s) involved 

had a statistically greater effect than a prediction made on the grand mean 
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alone. Significant Interaction Effects indicate that the joint effect of each 

pair of experimental factors had an effect significantly different from simply 

adding or subtracting the Main Effects. Thus, significant interactions warn 

that linear combinations of the main effects are not adequate to account for 

the response data. Thus, analysis of variance can suggest possible algebraic 

functional forms which relate experimental factors to response. If one has an 

.2, priori model in hand, ANOVA can also serve as a test of goodness-of-fit. 

These :tests, summarized in (7, 8, 9, 10), involve deductions about the par­

titioning of the interaction variance and tests for the hypothesis that the 

variance is in those components in which the model says it should be and 

not in those where it should not be. 

Calculation of the "right" error term is a bit more complicated in 

repeated measure designs: it is the interaction of each effect with rep­

lications. Procedures for computing these terms in a very large design 

such as this preclude all but computer processing. Existing routines (17) 

do not make provisions for repeated measures designs in the fractional case; 

hence, some modification is required. 
2 

The first step in the analysis was to 

compute the replication effects -- the total sum of squares due to each of 

the three replications in the analysis. Dividing each sum of squares by its 

degrees of freedom (1) gives the Mean Square. The ratio of two mean squares 

is distributed as F (1 and 1 df); hence, the hypothesis of No Replication 

Effects can be tested. This test is not as powerful as might be desired 

because there is some chance that in the large number of tests (3 per subject, 

11 subjects = 33) required, some alpha or beta errors may arise by chance. 

Nonetheless, the largest F ratio in the 33 tests did not approach 50% of the 

critical value; thus, there is considerable likelihood that there ~ no _ . 

significant replication effects. The reader is invited to peruse actual data 

in Appendix Two to determine the apparent randomness of response patterns. 

2
our special thanks to Dr. Duane Meeter of the Department of Statistics at 
Florida State Univ ersity for his helpful suggestions in this analysis. 
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Because there are no significant replication effects anticipated, 

the total within cells variance may be used as the measure of error. Thus, 

the Mean Square for within cells was used as a pooled error term. The 

results of this analysis are summarized in Table 1, in which sessions one 

and two are identified. 

In session one, only the fare x parking costs interaction appears 

systematic. This is borne out by inspection of the Mean Squares for 

session one {Appendix Three). Only fare and parking costs appear to have 

predominate main effects, although travel time difference has some effect 

on two subjects, and frequency of service, an effect on a third. Reliability 

appears to be systematically discounted, although it is involved in a 

significant fare x reliability interaction in subject two's data. 

In session two, the fare x parking cost interaction is again signi­

ficant and systematic -- in this session across all subjects. Despite the 

larger number of apparently signficant interaction effects in the data of 

Session Two, many of these effects appear psychologically meaningless 

except for the fare x parking costs effect. For example, subject three 

exhibits a number of significant effects that are the consequence of a change 

in strategy in the cells corresponding to 10¢ parking costs, and have no 

meaningful interpretation. Subject four, on the other hand, appears to have 

meaningful reliability x parking costs, reliability x travel time difference, 

and parking costs x travel time difference effects. Graphs (not shown) of 

these effects suggest convergence to the right -- the typical bi-linear form 

of a multiplying model (7, 8, 9, 10, 23). 

Although it is common for some researchers to "accept the analysis 

as it comes out of the computer program," a word about "significance" of 

effects is in order here. Interaction effects, in particular, are difficult to 

interpret in the absence of a theoretical model. Previous research in this 

area has consistently uncovered multiplying functions (21, 23), and we 

have little reason to anticipate other than these in these data. Inspection 
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Table 1. Summaries of Analyses of Variance, 
Sessions I and II 

Session I Session II 

.§.2 .§.3 .§.4 .§.5 S6 Terms .Q.l S2 S3 S4 

** ** ** ** ** 1 ** ** ** ** 

** * 2 ** * ** 

3 ** ** ** 

** ** ** ** ** 4 ** ** ** ** 

** ** s ** ** ** 

* 1-2 * 

** 1-3 ** 

** 1-4 ** ** ** ** 

* 1-5 ** 

2-3 

2-4 * 

2-5 

3-4 ** ** 

3-5 ** * 

4-5 ** ** 

Critical Values 

df = 2,162 4 I 162 
3.03 .OS 2.40 .OS 
4.68 .01 3.39 .01 

·* = . OS; ** = • 01 

,Q.5 

** 

** 

** 

** 

** 
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of the experimental cells (81) revealed considerable within cells variance 

of precisely those points responsible for the observed interactions. Graph­

ically, these appear as crossovers: the subject considered all levels of one 

variable approximately equal and the lines cross randomly. The data reported 

in this document show no systematic trends in interaction effects, except 

for the fare x parking cost effect. 

As a first approximation to developing predictive functions, multiple 

regression is applied to the response data. Care must be exercised in inter­

preting the coefficients, however, because they are confounded with the 

physical unit of the independent variables. A better estimate of the mognitude 

of effect of the factors can be obtained by examining the "t" values because 

they are dimensionless quantities, dependent entirely on the effect of the 

variable on the dependent variable. These values are listed in Table 2 for 

both linear and log-linear regressions. · These regressions employ the mean 

cell response (81) as the dependent variable. 

It is clear that there is a substantial difference between the subjects 

of session one and those of session two: students versus townspeople. The 

magnitude of the fare and parking cost effects is clear and systematic. Sec­

ondary influences are provided by the remaining three factors in the data 

of session one. Although the influences of these last three factors appear 

more prominent in the data of session two, we shall show that it is only 

apparently so. This is because two subjects appear to have adopted entirely 

different evaluation strategies (subjects two and three), and the remaining 

three subjects adopted different strategies in the last one-third of the 

experiment (2 7 cells where the fare was 40¢). Thus, the interpretation of 

both ANOVA and regression results is especially difficult and potentially 

misleading for these subjects. Thus, the results in Table 2 are intended 

for comparative purposes only. 

Table 3 provides a detailed breakdown of the analysis of the first 

54 and last 27 cells for the subjects in Session Two. All subjects exhibited 



Table 2. T Values for Both Sessions 

t Values (log) 

SI .Q.2 S3 S4 .Q.5 S6 .Q.7 .Q.8 S9 .Q.l 0 §_11 

1 -15.71 -11. 85 -15.18 -6.37 -11.88 -15.79 -4.39 -4.14 -0.19 -4.24 -5.61 

2 0.31 -0.79 -0.01 -2.59 -4.08 -1. 70 -0.60 -4.56 -1. 27 -1. 38 -0.23 

3 0.15 -1. 82 -0.58 -1.59 -0.86 0.39 -1.49 -0.83 2.06 -3.15 -1.36 

4 7.80 7.25 14.96 -9.41 7.41 8.29 8.05 6.08 5. 05 10.34 7.09 

5 -0.21 -2.60 -0.20 -0.49 -0.71 I. 25 -0.23 -4.73 -3.76 -7.39 -1. 26 
I ...... 

N 
I 

t Values (linear) 

SI S2 S3 S4 S5 S6 S7 S8 S9 SIO Sll 

1 -14.34 -13.76 -15.80 -7.79 -17.58 -18.54 -4.74 -4.87 -1.15 -5.35 -8.09 

2 -0.13 -1. 18 -0.19 -2.36 -6.91 -2.25 -0.60 -5.49 -1. 18 -2.62 0.31 

3 -0.35 -2.34 -0.50 -1. 93 -1.54 0.54 -3.14 -0.69 1. 70 -4.49 -2.46 

4 6.68 7.65 12.52 -11.11 11.42 9.49 10.65 6.55 5.74 13.39 9 .11 

5 - 0 .40 -3.21 -0. 71 -0.28 -2.66 0.56 -0.30 -5. 95 -4.45 -10.19 -2.18 

• 
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differences in the proportion of variance accounted for by the various in­

dependent variables and in the "t" values. Had the subjects been following 

the same evaluation strategy in both sets of cells, the differences would 

be attributable merely to random chance. 

The test for this is the approximation to t. 3 As Table 3 clearly 

shows, there are considerable differences between the parameters in the 

two sets of regressions across subjects. The hypothesis that there are 

no significant differences in strategy between blocks of cells across subjects 

must therefore be rejected. Ideally, a test on pooled data would have enabled 

a stronger statement within the group; however, due to different strategies 

within the first 54 cells, pooling the data would have led to fallacious 

inferences • 

As a group, therefore, the subjects appeared to follow a similar 

evaluation strategy in the last 27 cells, which is confirmed by the fit of a 

linear regression (R
2

;;,. 80) equation to these data. Fits of regression 

equations to the first 54 cells resulted in R
2 

of • 50. Fits of regression 

equations to all 81 cells produced R
2 

of • 65. This is in contrast with 

equations fit to the group data of Session One which resulted in R
2 

of • 94. 

Individual regression equations for Session One produced R
2

s ::> • 70, the 

best being . 87, with the median being • 81. The individual subjects in 

Session Two were much more difficult to fit: range of . 44 to • 82, with a 

median of • 66. 

Table 3 also confirms the improvements in fit in the last 27 cells 

(R
2
). As anticipated, controlling for 40¢ fare reveals a definite change in 

evaluation strategy. Subject one, e.g., reveals a big increase in weight 

on parking costs for the last 27 cells, subject two places more emphasis 

on parking costs and less on travel time in cells 55-81,· subject three 

3 
Snedecor, G.W. and Cochran, W.G. Statistical Methods, Iowa State Uni-
versity Press, Ames, 1968. See esp. p. 437. 



._ 

-14-

Table 3. Regression Parameters for Cells 1-54 and 
55-81 Session Two Subjects 

Cells §_l §_2 §_3 §_4 

1-54 

Parameters 

Frequency of Service -.023* - .119 -.035 .015 

Reliability -.479 -.060 .234 .056 

Parking Costs .423 .138 .167 .022 

Travel Time -. 135 -.446 -.385 .045 

2 
.67 .65 .38 .87 r 

55-81 

Para!l'leters 

Frequency of Service -.044 -.127 -.044 -.032 

Reliability -.403 -.009 .051 -.393 

Parking Costs 1.089 .374 .422 .376 

Travel Time .107 -.248 -.441 -.422 

2 
.83 .72 .67 .78 r 

* 

§_5 

.033 

-.339 

. 25 9 

-.249 

.69 

-.023 

-.255 

.937 

- . 211 

.87 

Indicates a non-significant t at the . 05 level for 77 degrees of freedom in a 
test for parameter differences in cells 1-54 and 55-81. 
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discounts reliability and emphasizes parking costs for a 40¢ fare, subject 

four changes her parameters completely, while subject five gives added weight 

to parking costs. 

These relative weights are difficult to interpret because they are 

functions of not only the statistical relationship with the dependent variable, 

but also of the scale unit. They, in combination with their "t" values 

(Table 2), describe the relative contribution to the total variance in the 

response accounted for by each. Thus, in a purely descriptive and predictive 

sense they describe the expected effects on patronage response for a unit 

change in any one or more of the independent variables. Thus, they are 

not theoretical models of response behavior, they are statistical prediction 

functions. 

The re<;3sons these linear regression functions predict well, as 

pointed out by Dawes (16), Dawes and Corrigan (15), and Yntema and 

Torgerson (2 7) is: 1) that each so-called "independent" factor (and they 

are in these experiments) is monotonically related to the dependent variable; 

2) the relative weights are not affected by error in the dependent variable 

because error reduces the expected values of all weights by the same con­

stant amount, and hence must also reduce the predicted values by the 

same amount. This does not affect correlations with true scores, but it 

does affect correlations with observed scores; 3) error in the measurement 

of the independent variables (e.g., use of objective instead of subjective 

values) tends to make optimal functions more linear. Thus, as Dawes and 

Corrigan conclude (15, pp. 9-10), the linear regression models fit because 

linear functions approximate conditionally monotone functions, relative 

weights are unaffected by error in the response measure, and conditionally 

monotone functions tend to become more linear in the presence of increasing 

error in the independent variables. Their use as predictive functions, there­

fore, is clearly appropriate. It is important to note, however, that relative 

weights and physical scales (cents, minutes) are not the same as true 



-16-

weights and subjective scales. True weights and subjective scales must 

be obtained by numerical methods (e.g., 13, 24). They are not the subject 

of inquiry of this document, although their derivation is fundamental to 

complete understanding of the travel response process. 

DISCUSSION AND CONCLUSIONS 

This paper has demonstrated that the responses of samples of people 

(students and citizens) to policy manipulations of the transportation environ­

ment can be studied and described in laboratory situations. Consistent with 

previous results (15, 16, 21, 23, 26), subjects were found to exhibit numerous 

non-linear relationships in their data, which nonetheless could be described 

via linear regression. It seems likely that the true functional relationship 

is multiplicative, as noted earlier (21, 23) and later studies will attempt 

to confirm this hypothesis. Such relationships are important to establish 

because they can fundamentally affect our ability to predict to real world 

situations. While it appears as though linear regression will permit adequate 

prediction over the ranges observed in the laboratory, systematic discrepan­

cies may lead to wide variance with real world data. 

It would also appear that the subjects of Session Two adopted different 

decision strategies. This is dramatically demonstrated in the data for subject 

three (Appendix Four). A theoretical model for his data can be easily derived. 

It is simply "respond 29.0, except where parking costs equal 10¢." By 

applying this rule we can predict data with an average squared error of 

0. 654 (with one cell removed -- chance accounts for this single discrepancy). 

In the remaining cells, his responses varied systematically with fare and 

travel time differences. Aggregating across such different strategies would 

clearly produce misleading results. Indeed, these results suggest that 

procedures, such as those discussed in this paper, will be necessary to 

disclose such individual differences. 

Future work should proceed in several directions. First, there is a 
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need to develop experimental procedures which will permit simultaneous 

examination of more factors at more levels, while holding the number of 

judgments required to a minimum. Second, intimately related to the first 

point is a need for the development and/or extension of procedures for 

parameter estimation and goodness-of-fit to these situations in which 

the number of possible experimental points is large, but the number of 

observed points is small. Third, there is a need to recognize the importance 

of experimental research in cause-and-effect modeling. If the public and/or 

its agencies are unwilling to permit researchers to conduct experiments 

with actual transportation systems, then money should be directed toward 

psychological experimentation as the next best alternative. Finally, the 

research results and methods being developed and discussed in this 

document must be extended to the real world if confidence in future research 

is to be forthcoming. The extension of this research to real world situations 

is, at the time of this writing, under proposal, and given favorable reviews 

will begin in the near future. It is hoped that a discussion of issues, 

methods, and results will stimulate discussion and research in this area 

of potential significance for both transportation and psychology. 
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Combination of Factors in Experimental Design 
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10 .. ' ,. 4 .. 2 o • ~- 5 .. ..:. ;, :) . 

3 lOo .' :>o 4., ,:::i .. 2Jo 
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1 • .Uo i 5., 80 lo. ~- :>. 
5 1 1). 1 50 Bo 2 (; •> 2 '.) () 
6 1 o. 1 .. 

•. ::> 0 e .. 3J. : J. 
7 l Go • C: 

.• ::>" 120 1 C·• 2J .. 
8 10. 'C: - :, .. 12, 2 '.Jo 1 '.) .. 
9 10 . - 5,. 12 .. '30o :.. 5 • 

1 0 1 Oo 30 .. 4., l Oo _5., 
11 l ,J '" 30., 4o 200 2:) .. 
l --'- ·lo. iOo 4 .. 30. l '.) () 
~3 l J,. 3J<> ~<> 10. 2C· t> 
14 1 o. 30., r, :, 20. lDo 
15 l Oo 300 13 I) 3'.)o !5o 
16 1 0 ,. '1:r 

_, \.> ~ 12 o l C,. l)o 
l 7 l " Vo 300 , ., 

... '- 0 200 ;. 5. 
1 El l Oo 3J, 12:, 3 '.)., 2 :j 0 

19 lOo '-t 5 <> 4o 1 Clo - ,. 
I. ,.__, " 

2CI l l}• 45, 4., 2 ') 0 lJo ., ; 
'- 1 

. () 
- - 3 '+5 > 4 .• 3 ,.., ... . .i.5a 

2 ~: lo., 450 Bo !.0 .. . " ..1 ..; 0 

23 1 '.) 3 45., Ro 2 Oo ' r-• J,, 
24 l Oo 45., Ro 30 .. .., -

'-.,. .. 
25 l ., .10 45., 12, lo. ~ 5 .. 
2b lC. 45,, 12 .. 2 Oo Z J 0 

27 10. 450 12 .i 3 C,:) 1 J • 
2 e 25 .. ,;_ 5 .. 4. 10., 15 <> 
29 2 s. ~-5 > 4., 20. :: 0 0 

3 r, 
V 2 'j. j 5 > 4,. 300 !Jo 

3l 2 5o 1 5:, 80 l u o 
,, ,. 
t:. V 0 

32 25 .. ... 5 > 80 20. l 0" 
33 2 5. l C-.. J. c • ,o. i 5 0 

34 2 s. :. 5 0 120 l Oo 1 :) 0 

3 5 25a ~ 5:, 12a 200 l 5 .. 
36 2 ?o ·:. 5 .. 12. '3Go 2Jo 
37 2 5. 3Jo 4. 10 .. ~ J. 
3 8 2 s. 3;) 0 4o 20. ) :,· " 
39 ~5:, ·30 .. 4a 30. ) 5 0 

4 ( 2 5. } Ci C> 80 lG. 1 :) 0 

4 : 25. J:) 0 e ., 2~. l 'i ,. 
4Z. 2 s. .3:) 0 8. 300 2::, .. 
43 250 JC), 12. 1 0 . ~ ~ .. 
44 2 5o 3:) .. 12 .. 2 C, 0 l. ::, ,. 
4 5 :? s~ 30,. 12,. 30. .. " l .., o 
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46 250 It'.) D 4. 1 C, ,, i. '.) 0 

47 2 :> 0 ,, 'j:, 4o 20. l5o 
4 8 250 450 4.) 3C.o ;: 0 0 

4 9 25. 45,, s. , " 
· - V o 

, i::-
.. ., 0 

5 0 2 5,, '~ 5 0 e .. 2 C· o - " ~ ' 0 

5 J. 2 5:. 45., 8. 3 ~). l:) o 
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5 3 2 5. 45., 12, 20. i :i • 
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56 1t 0 o ::. 5.) 4 .. 2 Oo l'.:>o 
57 4 0 0 150 4o 300 15. 
5 8 4 0 . l 5o 80 lo. i OD 
59 400 :. s. Bo 20. 15 .. 
68 4 0 :, :s. 8,, 30 .. 20., 
6 1 4 Uo i 5., 12., 10. 15. 
6 ? 4 0 0 ~ 5 " 12., 200 2 '.). 
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64 4 ,J ,, 3C" 4o 1 Oo l'.J o 
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66 4 0 0 3J .. 4. 300 2::>. 
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7 0 40. 3'.) Q 120 lo. 2 '.). 
r .. 4 0 0 300 120 2 C,)g ! '.)" 
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7~ 4C·it 450 4o 300 l ') ,.. 
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::.1 2 3o 2 ~ .. 2 4o 2 ~o 14:a 16., 2Z., 22 .. 2 2. ~ 
: 2 2 3. 2 '3 0 2 J. 0 28., 2 6. 240 2 Do 1 fl 0 , : . .) 0 

1 3 13. 20 .. l 3o 2 :Jg ?4o 2 2. l 4o l '.) :. ~. 
:;,_4 2:l.o 26!) 2 5o 230 2 :it) 280 230 22 .. i () .. 
15 21. 27 .. 2 4. 2 4o 2 4,. 240 2lo 2£.;, '"'~-t J ~ 

:. 6 l4o 21" g., 110 1 9., 260 1. 5. -,., '"' . 
.:. .J :> 
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iR 19. l 80 2 5 • l 2 o 2 ! 0 260 l-, • ., . - ., 

~ • 0 l _, o 

19 1 5 • 22 .. l J, 18, 2 6,. l 80 15. l 5, 7,. 
zo 21. 18<.> 21. J. 9,, 2 7 • 220 2uo '"' " L. ·- I> l ~ » 
21 26. 24> 

.., , 
2 5;, :? 4 .. 2 2o 2:Jo l K, ,-

'- .. , 
{ ~" 

22 22c. 2 4o 1211 2 2" 2 3o 260 16. l 7., ' ( .. . ) -~ 
23 20. l 9o 20. 240 210 2 3o l 9o ..., - J !.l:, L l. !;I 

~ 4 6. 260 2: 3. 1 7, 2~. l 3o 2 3o --, - ..., ", (._ t:, L.. >J 0 
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31 5. 81> 5. 140 l 7, 2 J..o 3o t,,. 5:, 
32 10. 11 :t 14. 2 3o 12 0 22. l ·" - 0 1 '):, Pio 
33 2 lo 8., 2 s .. 21 o l 80 l 9o CJo ! 3o : J 0 

34 60 7o s. 18 .. 15. l 3o 4o 4 II 
., 
..: > 

35 11. 6. 9., l 9o 19. 2'). 140 , - 1 r+ • t. ' • 
36 :1. 6 .. : 7. !1. l 3 • 26. 1 ~I> l tt. ) .. 
37 lOo 1:, 110 140 12. 181,) 4;, 7., 4,. 
38 11. 8., 9. 12 • l 7. 2 o. l4o l 3,. l :, ,. 
39 2 3. 1 s. 19. 2 4o 1 l,, l 8. 1 R. 1 8 • 1:, 
40 60 1. 8. 18 0 9o 14. 1. ~. !t 0 

41 11. : 2o 12 0 2 5o l 7 • 200 : 4 • . , 
.I. , • 1. 4. 

42 22. l Oo l 4o 1 ~ 0 ] 8. l Ro 14. : 4. l :1 o 

43 60 7, ?. 3:, l t. o 1 g. l 2o 4., 4, '.Jo 

44 5o : :? 0 l J., 19 .. 9o 19. l 4o l 4 ,, l 4 • 
45 lBo 20,, l 60 2 3_, 2 l • 22. 1u. l ', o l ·i. 
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51 s. 18 .. 2 2. 2 4o 22. 20. 13. l 6., t j .. 

52 6,. g,. 1. 1 2 0 13 • 20. 3. 1. ? 0 

53 1 7 • 5o 11, 14. 12 0 l 41l 15. 7., 1.,. 
54 17. 25,. ") -, 

'- J. • 2 2 0 1 7 • 22. 13 .. l 3. 1 :· . 
S5 60 60 11. 1t o 4. l 7o 5o •; 0 .:. . 
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~ ! > 

70 7., 1 Oa , ") 
• L..9 1 no 1 Clo lOo 5o It O ~., 
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76 4o Ro 8, CJ. 9. 7. 5. b,. :> ,, 
77 Bo 7, 11. ' ) 0 1 o. 12 0 1o t , ,a 

, , . 
... ...... (J 

78 10. l 2o 1 L, l 'i" 7., l So 14. 13. l) • 
79 l 2o 5o lo l 2 o CJo 1 Zo 4. 4o 4., 
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~ .I • 
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l l Zo l 5o l 2o 150 1 5 • 120 l?. • 1 8 .. : ~ > 
:. 2 Zo 5,. 11 o 220 2 4o l 60 . 16,. 18, '' • ~o 
: 3 60 9o 1 O • l 4o l. 1t,, 

. , 
4 .... 11, 13 0 ~1o 

:. 4 2 .. 1 ! :, 12 .. ? 4o ! 8 0 l 2o lRo 19. : 6,. 
l5 1 .. 3o s. 2 ? o 2lo 2 3. 22. 2 ~ ti ] Ii O 

1 6 7o 1c. 12. llo 14:. 9o l C·• l "le l i • 
,j. 7 60 9u l 3 o 1 2 • 15. 1 Ro 2(1. 1 4 ·~ z -~ .. 
1 8 41) 9r, 6,.. l 5o 19. l 60 190 19., ,:_ Lo 
:._9 10. l 5o 15. 4. 11. 

, , 
60 14,. 13 0 J. .I. 0 

2 0 3. 5o 11. 120 2 4. 13. 2 r:.. 14 0 lfh 
21 1. 1 o., g. 170 l 60 160 17. 2 Go 1. 'j .. 

22 2o 15. l 60 l 7 0 9o l lo , i:: ........ l?o 11 r. 

23 5, 60 l 3 .. bo 15. 14. 14. l 8 0 1 & :, 
2 4 2. 3. 5. ~ 7. 11 • 16. 11 • l 80 l 3 • 
25 6. 12. l 5. 7o 4o l 3o 11. 16, 1 0 • 
26 3o lOo 9o qo 7o 150 l6o l 4-o l >l ., 
27 s. 5o 9o l 4o 2 4. 14. 24. i '} .. lJ> 
2 8 9o 110 12 0 l ') o 110 1. 14. 5s ')., 

2 9 s. 13-, 1. 14. 1 3 .. l 01) l Go l j o :. 3,. 
30 l" Zo 9,. 2 4., ? ') '- _,. 15 .. l ~» 1 -~ 

~ .. ~ ';,, 

31 7 .. g,. : 5. .3 0 1 (1 • 60 Jo 1: 0 1:, 
32 4o 9o l '.) • 9o 16 .. 5. 16. l . I - . 

0 . .J > 
33 3. Bo l Q,. 1 3 0 14. 14. ~ 2. l4o 1 4 .. 
34 9,. 12., s. So l 9o 5., 6. 1 :..i 0 7o 
35 3. 9,, lo. 1 C· 11 :i. 9o 14. l 3o L:: . • ,,., 0 

.36 ~> 3o 9,. 14. p; 
- 0 1. 11. l 4 • 

, -
., '.) .. 

37 llo lOo oo ·1,, 9. 1 l • 12. 6,, ~, .. 
38 8 .. P, D 1 2o l 7 o l 60 11. 14. i: 

:i. Bo 
39 4o 80 9 .. l h .. 16 .. 150 R. l 7 0 1 ::?. > 

40 s. 60 1 3o 1 2 0 4. 60 12 .. 8 > 4o 
41 4o 7. e. 170 9. lo .. 9. 9 .. , .. 
42 lo 4o 6. l 7 • 15,. 14. 9o l ~ • l f1-. 
43 9o l lo 120 3o 15. 11. 9. 9o ~. 
44 60 3. 14. 9o ) 6,. 9. 6. 14,, !. l • 
45 4. 3o Bo 170 ~-6. 20. 130 l 7 o ~ t, r, 
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47 7., A., 150 :!. j" :: Oo l 2o l o ., Lo './ 0 

4R 4o 5., 7o 7o 13:, 16 .. R. l4o ! .:-' 0 

49 80 7o 7,. 3o 6,. 5o Ro 9., 3,. 
? 0 80 1 Oo 16. 3o ~ 0 ~ l Q,. l '),. 14. ' ~ l. -: ,. 
5 j_ 3,. Ho 2 .) , ) 0 (} 0 14. l 7 <> l "J o 1 ·10 
52 B .. 120 l 4o I+,. 12 0 60 J. ,,, 7. 
53 4o 5o l lo 3 ., l 3o 8. -, 0 So 3:, 
54 lo 4:, 4o , !- 1 

.,,. I,., 0 14. 110 q .. l-:,,, • :i > 

55 5o 5,. l 5 :, ') 0 
.., 

2o It<> ·3 ,. '+ 0 Lo 
?6 3o 5. 12,. c:· 0 3o 3. 6 .. 7,, lo 
57 60 2o z .. , i-

J.. ) o 16 .. l 3o ll o ') 0 7, 
SR 3. 80 l 4. 7o 2. 5o Bo 5., 5 0 

'59 lo 5o 14 .. 7" Ro 7:, 9., i,; ., .. do 
60 1. So 6. , ~ . . lL. t l ,. ·Jo l j:, .. !_ 0 i. .. 0 

61 2., 5o 12,. ') 0 l 4o 2. 15 0 5» 7 ,. 
62 3o 51) Ha 7 Q 3o 3o l L, 60 6. 
63 60 4" l 1 .. C ;:, 1 3 • 130 4o 7o 5 0 

64 7o g. 11,. 3., 3. '20 4., ')o 4:, 
6~ 4o 6-:, j, 7o ~- 2o 14 .. 7 .. L ,, o Lo 

66 2o " 6, 1 3 " ' , 10 .. Ko llo ~ 4 0 :: ~ -- 0 

67 Ro 5.> s .. 2 0 6 ,. 3o 3 .. Bo 5> 
68 3o 5:, 5., .._ 

· o 4., 5. ·.,. lo So 
69 4. 5o 5" l 4o 7 0 60 9., l 7., -., . 
7D 2. 60 i 60 ? u 2 .. 3. Ro s. , _, 

• ~ · 0 

71 7o It., 7,, 1o 5o 3. 60 l ~-,, :, .) 

72 2. 2 .. 6. l f. o 80 l 1to 9o P. 0 l j • 
73 10. l 3,, 60 ? o 6. '+o 5. b!> !t .. 
74 60 2,, 9,, ') 0 3o 2o 7 ·> 9o '1 0 

75 2o 2., 4o 1 : 0 4o 7o 12 0 1; ' It 0 

76 9o -,,, (),, '., 
- 0 3. 2o 30i ':>, 7,, 

77 5~ 4., '5, : ' 0 3o 3o 4:, 4, :> a 

78 60 2 .. 60 1o 1 2 0 11, B. 4,, 7., 
7 ') 3o l:, 9.) " 2 ., 2, 4o ~ 0 4,, .:. .. 
8 C) 6. 4o 5., 2 o 3 .. 2o 4. , r 

~ u Q G., 
81 2 C, lo r.:; 

., I) ,: 0 5., l Oo l 3., l 2 , 1 " .. ,_, g; 
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CE: LL SUBJECT l SUBJECT 2 SlJPJECT 3 

1 25. 2 2o 21. 23. 19. 2 7o 30. 3:.,0 2 ~. 
2 24. 260 2 4o 240 2 5. 2 3o 30. 2 ~" ?. ~o 
3 28. 2 80 30. 2 So ?1. 210 30. 3Co z CJ" 
4 120 lGo l lci 2 7 o 2 4. 21. 30. 3C, ~ao 
5 l9o 26,. 2 7. 22. ?O .. 2 3o 30. 28 .. 2 7. 
6 27. 2 3. 30. 260 2 4o 21. 300 3 :.. 3J. 
7 220 200 2 4o 18., 18. 2 Oo 22. 2 4-o '-Ro 
A 20. 80 18. 180 2 3. 21. 30. 3 Jo ? '.J. 
9 l9o 2 7 D 26. 2 3o 2 6,. 280 28. 2 l, 2 J a 

1 0 2 3o 5o 2 Oo 240 190 2 3o 6. 16, ? ~. 
: 1 250 2 '5., 2 Ho 1 Bo 11. 170 29. l 5o 3a 
12 28. 30o 2 7 • 260 2 2. 28. 30. 3 Jo 3 Jo 
13 23. 200 2 5. l 60 8. l 60 290 2 :;. 2f5. 
:;_ 4 21. 240 2 60 2 3o l.£lo 240 30. 3 Go 3 ~. 
1 5 280 2 9o 290 24. 20. 260 30. 3 c, . 3 Do 
~ 6 19. 5o 2 3. 22. 2 2o 2 7. 29. 3 C, . 2 Bo 
17 21. l 7. 2 2. 2 4. 20. 26. 28. 290 29. 
~8 28. 21., 2 3o l 9o 17. 2 2. 290 290 2 CJ. 
1 9 17 o l 3o 2 4o 12 0 2 Do l 60 Be t:.o l? it 
20 280 2 7o 21 • 220 l 80 2 lo 3C. 2 9. 3:) 0 

21 ~n. 2 s. 2 7 • 2 4o 26. 240 29. 29:a '.'. ~o 

22 20. 11• 19. 1'50 21. 240 3'.). 290 3~. 
23 23. 19. 2 6. l 60 140 2 5o 3uo 2 9o ~ '.J. 
24 24. 2 2o 2 3. l 60 2 ,.., ., . 2lo 30. 3Go 280 
25 13. 150 16. l 3o l 60 1 a. 2 9o 2 7 0 2 :, • 
2 6 18. 25-, 2 4o 18. l Do 17. :rn. 26 .. 2 Ho 
2 7 25. 28u 30., 2G., 200 26 .. 29. 290 3 Jo 
28 25. 2 lo 210 1 Ao 16. 2 5o 300 2 8 0 2). 
29 26. 19. 29,, lBo 15. 170 28 .. 2 7 0 ;: J. 
30 20. 210 27. 240 2 4. 29. 30. 3 (,. 3 ~, 

~ . 
31 5o 7o l 80 l 5o 1_ 8 0 210 26,, 2 9,, l5o 
32 21. 2 3. 24. 2 o .. 2} • 270 3 '). zg,, 3 j 0 

33 2 "3. 26,. 2 7 0 2 "'3o 2 o. 2 80 28. 3 C, . 2 9. 
34 l4o 2 3o 16. lSo 24. 2 7o 210 3 0 0 29. 
35 24. 15,) 2 3o 19o 180 180 2Ao 2 9" 2 Jo 
36 19. 2 3o 210 21. 18. l 60 2 7,, 29,, 210 
37 22. 2 5. 21 • 15. l 7 • 2 2o 29. 2 4, 2:). 
38 280 2 60 2 7 • 2 2 ~ l 60 2 8. 30. 2 'Jo 3:_;:, 
39 280 21. 2 60 2 Co 22. 21. 2 g. 2 9o 21. 
40 160 60 2 3. 2 j 0 ?. 5,, 260 29. 3:. t ':i ., 
41 24. 200 24. 2 ? o :!. 7. 260 300 2 9, 2 ·10 
42 2 3o 2 5o l 9o 2 ~" 18,. l 9o 29. 2 Ro 2. 7 o 
43 21. l 7 0 9. l 60 21. 25. 290 2 '). 26. 
44 180 200 1 B. l 80 l 8. 18. 2f>. 2 60 Z 1,. 
45 2 2. 24, 2 60 240 ~lo 26. 300 ·3:. 3J , 



. \ 

2-6 

SES SI 0 !-.J 2. I\JDIVIUU~L i)/\TA FOK TH~[:: q_ E P L I er~ T I m1 S 

CE-LL SUBJE::T ' SUBJECT 2 SUf..\JEC T 3 -
46 21. 2 2 .. ~ 2 0 l 60 14. 22 .. 2 80 2 ':J,. ? 1, 
47 20. 21.-.. 'i ? , ~. ., , 

150 3(,1) 2 911 2 3 0 ~- - .. ~ O o '- -- .. 
48 26. 2 2,. 2 3,. 16 0 1 9,. 2 Oo :?9 0 2fi ;o 2 >j:, 

49 14. 16 .. i7a 140 i 7 • l Ho 27 <> £ 3:, 2 7 0 

50 2 2o 2 L, 21,, l 7 0 18,, 2 Clo 2Yo 2 t::,, L '.) > 
51 2 7 • 2 60 2 '10 d o 1 9,, 24. 30. 3 :-, • :~.) > 
5 2 i 3o 4o 7> lHo 11" 80 25. 2 5 ,. ~ :. " 
53 2 3o 2) .. 2 2:> 1 ko ] p, 0 2 ~ 0 2 Bo 3 '.: .. 3 } , 
':,4 23. 2 6,. 2 7 0 2 i 0 ~ R., 2 80 2 9o 3 :. • 3::,, 
55 3o 

, 
6,, El o 160 17. 14'" 

• r'. l 3, ~ D .I. _) .. 

56 24 ,, 26ri 2 ·3 • 7~ 2 !t,, 21 .. 3C'o 3 C., .... "'· . J ... J 

57 28. 2 9o 2 7 0 2 'to 2 3,. 2 5o 30. 3:. 2 8 0 

'.:i8 1 3. 2. 2. 2 J 0 . 1 5o 2 ':>o 22. 29,. ~- 7 > 
59 240 2 ~" 24> l9o 230 2 5,. 3vo 3 ') o ? 'J > 

oO 2 5o 2 7a 2 f, > l B.., 2 J,. 240 3(,., 29.., ? '.). 

61 4o 3. '"' , ., 
?. 0 0 110 ? 7 0 2 4 .. ] 'j 13 '- .. .. L. 0 

b2 lRo 16,. 2 4, 2 3o ~ 9o l 9,;, 2 5. 2 ti ,, 2 J > 

63 22. 19 .. 2 60 240 19,, 29 ., 2 9o 2 9o ( 1 > 

64 3o lo 40 l Oo l 7 o 24 -, 27 • 28,. t 6., 
65 2 7 • 2 5:1 2 6 • l 8 0 2. 

.:. 0 25, ? 9o 2 =) > ? ,,, 
66 270 2 5o 2 9o 2 '._ .. ?lo 19. 290 2 9, ::: , .. 
67 7o lo 1o l Ho 1 '5 0 7o 140 2 9,. 2 ~ .. 
68 2lo 2., 0 2 3, l tJ0 1 80 l 60 2 7 0 2 ~I> 2 7,, 
69 24,, 2 1,, 2 3. l ·-Jo 2 2o 21 .. 3i). 3 [: 0 3 =\ r, 

7} 4o 
, L, 9 a, 7o l. 4 .. 13 .. 2 3 0 l './,. •J 

71 l6o ;. 8 ,, l 8 o 1 9., 1.9., 240 zq. :Ho 'q,. 
72 23,, 2 3~ 21,, l 7 o 2 lo 2 Bo 29:, 2 fl "' 2 :1 o 
73 2. 3,. l.. 9o l ;, " 24. ? ,-

- :, 0 2 ~"' ~ .. 
74 260 210 2 5 • l .3 • ~- 5 0 l 60 27,, ? 9, - ~ '- ~ ~ 

75 260 2 7 0 210 lbo 130 27 0 3 C'"' 2 9o 3 '1 
~ 0 

76 5o 2o 111 no 6. 22. J.60 t 3,, j ) 0 

77 2 2o 13., 2 3 0 2Zo l 80 2 2 0 2 g. .., i . 
<..vo ? '),.. 

78 260 24,. ?? 
~ -. l 5 o l 9o 2 ) . .. 2q,. 29, 2) a 

19 ·30 1 :> lo -:, ~l. 1. 2 0 2 9,. z (~,. l 7 a , 0 
H C, 210 l 7" 2 4, 160 2Co 2 3o 2 9o 2 2 , '.:I~ 

.J ~.' » 
81 2lo 2 4~ 2 4. 2 :·-.. l f30 19"' 2 f) .. 2 fl:, 2 7, 



. . , 
2-7 

SESSION ? l\JDIVI DU~L DATA FDK THREE REPLIC.ATIO ~·IS 

C~LL SUBJi:C.T 4 SJ[3JEC T 5 

l 220 2 L, 11'.}., ~ r. ?80 2. 9o 
2 l9o l 7 o 21 o 2 f, 0 ? ., 0 2 8 .. 
3 9. l 9o 19. 2 Ro 2 8,. 290 
4 : 7. l 60 200 2 3o ? 1. 2 7 0 

5 19. 1 Ro lf>o 2 Jo 2 3o 240 
6 23. 240 2 z. 2 rJo 2 9o 280 
7 llo 7., l 4o 60 16. 280 
6 1.9. l 7 o l 9o 2 bo 2 3o 2 80 
9 18. 2 lo 21. 27 0 2 7o Z6o 

:. 0 120 19., l 7. 2 'to 2 4. 2 :5. . , 
J. .L l 60 130 l 7 0 2 4o 260 260 _z 24. 2 4o 2 5. 2 Yo 2 s .• 2 3o 
: 3 ·, -, .l. ,_. 130 1 .. 2 50 240 2 5o 
::_4 2 2. 21., 2 o .. 2 fl 0 2 q. 290 
:s 21. 2 2o 2 o. 2B0 2 7 • 2 Ro 
16 17. 12 • l 60 l 5o 2 5. 19 .. 
i 7 14. 14,.· l 7 0 2 5o 2 4~ 2 7o 
18 l9o 150 l CJ• 2 60 2 9. 27 .. 
19 13. 120 16,. l 4o 22. 260 . 
2 Cl 20. lg., 2 Clo 2 5., ·z Ho 290 
. , 

19. 20 .. 2 Oo 2 i:l 0 2 Bo 2 9o c.. 1. 

22 13. l. 90 l 7 o 2 '.:lo 2 7 o 2 Ro 
23 17 .. l 80 170 2 9o 2 Bo 290 
24 1. 6. l 60 16. 2 8 0 2 7 o 270 
25 l2o l 8., 1 4 .. 2 Co 2 3. 27a 
26 l 5o l 3o 14 .. 24 .. 2 4o 2 51) 
2. 7 2Bo 18., 2 o. ., , 

2 7 0 2 9o L _ 0 

~e 16,. 15., l 1t o 2 7 0 2 3o 2lo 
2. 9 15. 14,, l 60 2 't O . 2 7,. 2 7o 
3'.) 240 2 5:, 2 60 270 2 6., 2 &o 
31 g. l 3., l ')., 6e l Bo 24. 
32 19. l 7 0 ? '"\ ... ~. 2 7., 2 7 0 270 
33 21. 2 2~ 2 lo 2 7 0 2 60 2 Bo 
34 10. l 7,.. l 7 ~ l 10 13. 2 5o 
35 l 5. 11, .. · l 7 a l P. a 2 3. 240 
36 18. l 60 l 9o 210 2 3. 2 ::>o 
37 100 l la 7o 2 4o 1 ~,, 260 
38 : 7. l go Z 2 • 2 9o 2 C,o 29. 
39 l8o 2 2., 2 Jo 290 2 '5 ~ 290 
40 1 50 l 7 3 l 9o 2 5 o 2 4o 2 3o 
41 160 l 6a 1 7 a 27,. 2 60 2 7 0 

42 l6o l 60 l Jo 2 5o 2 6,, 2 7. 
43 11. l 2o l 4o l l o llo 2 60 
44 14 .. l So i 4. 220 2 60 2 5o 
4':> ~8 ... 2 2o 2 3 0 2 7 o 2 Bo 2 7 0 



l > • 
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SESSION 2 I\JDlVIDU~L OllTA FnR THREE ~EPL ICATI J \JS 

Ct:LL SUBJECT 4 SUBJECT 5 

46 17. 16 .. l So 2 3o 260 240 
47 16. 14 .. i 80 2 5,. 2 5., 260 
t+ 8 1 Bo 1 Bo l 60 260 2 5,. 2 Bo 
49 13. 13a 14 .. 2 l. 0 2 ~ .. 2 5o 
r ", ~) \.., :i. 6 0 l ho ~- 7 0 2 ':, 0 21 .. 2 7o 
'.Sl 200 1 Ho 1 '. 2 7" ? 8,. 270 
'> 2 1. 9o 9,. , ~ 

21 o 260 .I. - 0 

:, 3 l9o 1 lj, 16. 2 11 0 '2 9 0 260 
'.i 4 l8o l ">o 15 .. 2 Jo 2 7 eo 2 I)., 

55 60 5,, r. ' .. 
.!. Jo 5, 4-, 

5 6 :i. 9. l '1o 19. 2 6 0 ~ Co 220 
'j 7 210 20 .. 2 2 0 260 210 2 5o 
'> 8 l8o 18,. ~ l • 1 ~' o 60 2o 
?9 17. 19. 14., 2 4,. 2 4o 240 
b '.) l 7 0 : 8,. :::. 3 • 2 2 0 2 3., 2 So 
61 7,. 1 o, 5, '.}" 8,. 7o 
t.J2 : 7. 15. l 4o 1 : . .. l 4o 21a 
b3 l 80 l 8., 1 ,,. 2 4;, 2 6,, 2 7o 
'.J4 20. 120 l q., 1 ':i,. 5o 4o 
6 '> 170 l Ho : f, D 27a 2). 2 So 
6h l 7. l 7,. ui.. 2 :,::" 2 7 o 24. 
67 11 o l 80 l 3o 7 0 1a 3o 
68 ~4. l 4o 14 .. ! 8 0 1:?. 2 3o 
G9 lRo 19,. 2 Jo 2Ao 260 2 7 0 

70 9o 3o 4o · ~ .. 7. 6. 
71 i3o 18 .. 16,, 19,, 2 :,,. 1 Bo 
72 18. 18., 2 0 1) 2 4o ?. 5., 26 .. 
73 ~ 3o l 60 l 7 o 1. 4o 5o 
74 i4 .. g,, l 'h 270 240 l '5 o 

75 21. 21:, l &., 2 60 2 7,. 260 
76 80 l Oo 4o 3.., .i. ? r,, 
77 170 1 no :!. !) 0 26,. 1 'l.a 2 5o 
78 16-t 1 80 l fl 0 2 3 o 2 r;" 2 So 
79 80 80 1 o,. So Bo ,., 
~ :i ~3. , , 

l 4o 13 .. J 7 0 190 J.. .J. . O 

[< ~ 15. : 7 0 : 5., 2 4o 2 ,, .. 2 7,, 



APPENDIX THREE 

Mean Squares 

Session I 

Source df 1 2 3 4 5 6 

Fare 2 2414.82 1465.38 2241.19 199.35 2148.59 1663.49 

Headway 2 26.54 20.44 1. 80 24.09 348.39 24.23 

Reliab. 2 4.48 44.17 8.03 20.20 17.20 1. 82 

P. Cost 2 492.35 453.40 1424.33 397.38 940.01 428.45 

TT. Diff. 2 5.92 83.60 5.09 2.33 65.34 2.83 

Fare x Headway 4 3.85 6.33 6.60 8.25 38.62 16.28 

Fare x Reliab. 4 7.42 58 .10 2.98 3.80 26.97 3.99 

Fare x P. Cost 4 123.50 17.89 43.61 7.52 21.16 13.75 

Fare x TT. Diff. 4 16.64 19.81 4. 61 6.44 42.72 16.93 

Headway x Reliab. 4 7. 91 14.58 1. 68 11. 26 4.54 7.68 

Headway x P. Cost 4 8.01 14.71 9.29 2.43 11. 06 4.40 

Headway x TT .Diff. 4 22.95 2. 85 3.46 9.31 12.23 6.41 

Reliab. x P. Cost 4 17.67 13.34 3.04 5.60 4.73 5.96 

Reliab. X TT. Diff. 4 11.35 3.98 1. 86 3.46 3.07 12.22 

P. Cost x TT. Diff. 4 19.26 27.81 8.55 5.80 2 .18 10.42 

Residual 192 14,79 15.20 6.62 11.07 11. 44 7.66 



I I .. 

3-2 

Mean Squares 

Session II 

Source df 1 2 3 4 5 

Fare 2 740.71 198.00 87.15 131. 78 1663 . 06 

Headway 2 20.84 254.58 24.62 33.39 5.60 

Reliab. 2 295.17 6.58 75.16 100.90 148.12 

P. Cost 2 3729.80 354.73 643.60 828.70 2044.50 

TT. Diff. 2 2.94 353.05 344.43 4 81. 31 11. 30 

Fare x Headway 4 6.04 17 .16 26.60 2. 91 9.25 

Fare x Reliab. 4 7.45 1. 74 74.62 6.36 9.78 

Fare x P. Cost 4 535.45 64.16 87.05 16.74 469. 91 

Fare x TT. Diff. 4 59.25 15.42 13.15 5.36 2.19 

Headway x Reliab. 4 13.24 18.39 13.37 4.43 8.79 

Headway x P. Cost 4 11. 98 10.48 25.35 7.21 0.84 

Headway x TT. Diff. 4 23.27 21.42 15.18 8.50 12.66 

Reliab. x P. Cost 4 21.08 26.50 38.82 18.57 16.79 

Reliab. x TT. Diff. 4 5.04 3.69 33. 63 15.65 17.18 

P. Cost x TT. Diff .· 4 16.25 9.47 91.85 27.95 7.10 

Residual 192 14.04 15.12 9.82 4.99 11.49 



I ' • 

APPENDDC FOUR 

§.3 

Model - respond 29.0, except when parking costs= 10¢ 

Cells 1-27 

0 (O-P) 2 p - -
29.0 0 29.0 
29.7 .49 29.0 
28.3 .49 29.0 
30.0 1.00 29.0 
29.7 .49 29.0 
28.7 .09 29.0 
15.7 176.89 29.0 
30.0 1.00 29.0 
30.0 1.00 29.0 
30.0 1.00 29.0 
28.7 .09 29.0 
29.0 0 29.0 
29.7 .49 29.0 
29.0 0 29.0 
29.3 .09 29.0 
29.3 .09 29.0 
28.0 1.00 29.0 
29.3 .09 29.0 

E(columns)7.41 

E(3 columns) 35.32 

E/54 0.654 

Cells 28-54 Cells 55-81 

Q) (O-P) 2 0 (O-P) 2 

28.0 1.00 30.0 1.00 
30.0 1.00 29.3 .09 
29.7 .49 29.7 .49 
29.0 0 29.3 .09 
28.6 .16 28.0 1.00 
28.3 .49 29.0 0 
29.7 .49 29.0 0 
29.0 0 29.0 0 
29.3 .09 27.3 2.89 
28.0 1.00 30.0 1.00 
27.0 4.00 29.3 .09 
30.0 1.00 28.7 .09 
29.0 0 27.0 4.00 
28.3 .49 29.7 .49 
27.3 2.89 28.0 1.00 
30.0 1.00 29.0 0 
29.3 .09 29.0 0 
29.7 .49 28.0 1.00 

14.68 13.23 




