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ABSTRACT

Third-party logistics is one of the fastest growing segments in the transportation and logistics
industries. It is of increasing interest to both industry practitioners and academicians. The
purpose of this paper is to define the industry, discuss the providers, and develop reasons for a
customer to use a third-party logistics provider. Discussed are the services outsourced to third-
parties and steps to assist the customer in choosing the correct provider. Once the correct
provider 1s identified, the focus moves to implementation of the outsourcing -- success of the
third-party’s plan, challenges facing third-party logistics providers, and characteristics used to
determine the success of the implementation. Finally, current industry trends are examined,
industry growth areas are explored, and the future of the third-party logistics industry 1s
considered.

The primary sources of information involve both the academia and trade literature. Additionally,
I have drawn heavily upon my summer intern experience at Dart Logistics and Dart Intermodal in
Eagan, Minnesota. As part of my internship, I conducted a brief survey of more than one

hundred third-party logistics firms. The information and insights from this project are reflected

in this paper.
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INTRODUCTION

Third-party logistics is one of the fastest growing segments in the transportation and logistics
industries. It is of increasing interest to both industry practitioners and academicians. The
purpose of this paper is to define the industry, discuss the providers, and develop reasons for
using a third-party logistics provider. This paper will also explore steps for the successful

implementation of outsourcing logistics functions, and consider the third-party logistics industry

-- both in its current state and in the future.

WHAT IS THIRD-PARTY LOGISTICS (3PL’s)?

Many definitions exist for third-party logistics. Academia to industry and beyond have their own
idea of what third-party logistics really is. Some believe third-party logistics should encompass
the entire supply chain from shipper to purchaser; while others believe the provider should focus
on a specific area of the supply chain they excel at managing. Several definitions are available to
uphold these various points-of-view. The definition by the Council of Logistics Management
states, “[Third-party logistics] encompasses the entire supply chain, from inbound raw material to
after-sale service.” (I) Arnold Maltz, professor at Arizona State University, and Robert Leib,
professor at Northeastern University, define a third-party logistics provider “as a company which
supplies/coordinates logistics functions across multiple links in the logistics supply chain. The
company thus acts as a ‘third party’ facilitator between seller/manufacturer [the ‘first party’] and
buyer/user [the ‘second party’].” (1) Frederick Beyer, professor of Logistics at the Uﬁiversity of
Minnesota’s Carlson School of Management, stated, “Third-party logistics [providers] are

specialists, a new middle man in the distribution process. They contribute their specialty and

provide transactional efficiency for the customer.” (Beier, Frederick - unpublished date) With all
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these different views, it can be -- and is -- difficult to distinguish between third-party logistics

providers and those who claim to be third-party logistics providers.

WHO ARE THIRD-PARTY LOGISTICS PROVIDERS?

Third-party logistics assistance can be found in a variety of locations. Depending on the
customer and situation, any number of logistics activities can be outsourced to a third-party
provider. Warehouses provide the ideal partner for managers looking to outsource their
warehousing function and reduce the costs of holding inventory within their company.
Truckload carriers have knowledge about various industries. By serving as a partner in third-
party logistics, carriers hope to “provide more comprehensive services (to customers), meet
demands of key customers, increase revenues, meet service offerings of key competitors, and
attain more efficient use of assets and labor.” (2) Carriers believe customers outsource some or
all of their logistics activities to “focus on core business, lower cost, improve customer service,
attain greater flexibility, improve operational efficiency, and attain improved market knowledge
and data.” (2) Freight forwarders, customs brokers and less-than-truckload (LTL) carners
attempt to consolidate freight for their customers. Some even consolidate the freight of two or
more customers to make costs more economical. Airfreight and express carriers believe they can
shorten the lead time for their customers’ deliveries, thereby making customers’ products
available much faster. However, a trade-off for this faster service exists in the cost of the
transportation. Information systems companies élre also entering the third-party logisﬁcs arena.

These companies can update computer systems of their customers from inventory management to

shipping lanes to purchasing instructions and beyond.
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WHY USE A THIRD-PARTY LOGISTICS PROVIDER?

First and foremost, everyone in today’s society is looking to cut costs. Outsourcing logistics
activities can cut the cost of managing and carrying out a specific logistics function. A third-
party provider offers “niche expertise” (3) or “expertise, talent and resources that don’t exist
internally.” (4) This niche expertise can allow a company to gain the competitive advantage in
their industry. A company may want to add value to its product. Value-added services could
include, but are not limited to: form utility -- having the product in the desired condition for the
consumer; place utility -- having the product in the desired location for the consumer; and time
utility -- having the product available when the consumer needs it. By adding value to its
product, the company can also increase its customer service level. Using a third-party logistics
provider also allows “the company to focus on its core competency which it has determined 1s
not logistics.” (4) A third-party logistics firm may also offer technological advantages to its
customer by improving the customer’s current technology and information systems. Other
benefits not directly related to logistics include access to specialists in logistics-related fields and

possible downsizing of a firm to meet management’s demands to cut costs.

SERVICES OUTSOURCED TO THIRD-PARTY LOGISTICS PROVIDERS

Services that should, or could, be outsourced are not always agreed upon. Some suggested areas
to outsource include: transportation management and services; warehousing management and
operations; value-added services; dedicated contract carriage; fleet management and operations;
shipment consolidation; inbound transportation management; carrier selection and rate

negotiation; interfacility and outbound transportation; and logistics information, information

systems and communications. (2, 6, 7, 8) As with any “new” 1dea, warnings exist about areas
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that should never be outsourced. These include: customer service; materials management, and
supplies replenishment and scheduling; inventory management and control; customs clearance;
order processing; freight audit and payment services; procurement of raw materials; and
international procurement. (8, 9) Overlap occurs between what some believe should be
outsourced and what others believe should never leave the control of the individual company.

Each firm must decide for itself what it wishes to control internally and what it can afford to have

managed externally.

CHOOSING THE RIGHT THIRD-PARTY LOGISTICS PROVIDER

1. Customers Must Know Themselves

The decision to outsource part or all of the logistics process should not be taken lightly. A
customer has many things to consider when making this decision. The first item to be considered
is why would the customer want to outsource its logistics function. Will it save money, time, and
space? What objectives does the customer have for outsourcing? What does the customer hope
to accomplish by outsourcing? Customers need to consider what a third-party logistics firm can
provide for them. Another item of consideration is what area(s) of the firm the customer is
handling well and what they need assistance with. Once the customer can identify its reasons for
outsourcing and what area(s) it wishes to outsource, it can choose the most qualified provider to

carry out the logistics activities. Choosing the most qualified provider can be based on a variety

of details, and is dependent on the specific needs of the customer.
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2. Choosing the Most Qualified Provider

David Clancy of Transportation & Distribution provides a list of questions to consider when
choosing a third-party logistics provider. First, he suggests dropping by for a plant trip —
unannounced. Then, look around the organization. Examine how employees dress; if floors are
free of pock marks and holes; condition of lift trucks; if storage racks are free from scrapes, dents
and damage; if products on shelves are dusty; who 1s using the facility (besides the provider);
what amount of technology 1s used; what type of security system 1s used; how accessible 1s the
facility (paved roads); what type of signs are on bulletin boards; and examine financial
statements, damage records, and a list of references. When finished looking around, talk to

employees and customers of the potential third-party logistics provider. (/0)

3. Choose the Third-Party Provider with Care

After doing thorough research on potential providers, a customer must find a provider who offers
specifically what it is looking for and will help them achieve its goals. The customer must bring
the final candidate(s) back for more questions. Examining information discovered when
researching providers is essential at this stage. The customer must know what skills are needed
for successful implementation of outsourcing, and if the final providers offer these skills. The
customer must look at financial strength, business experience, business development, support
services, business arrangements, location, high and improving standards, and integrated
capabilities, according to Purchasing magazine. (11) Other areas to explore include iﬁdustry
experiences of the provider, the provider’s abilities to set-up and successfully operate a third-

party logistics service for the customer, how the customer and provider will communicate, and

what advantages the customer will recognize once it grants control of its logistics activities to the
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provider. Customers should beware of typically made mistakes when choosing to outsource: not
being a team player, holding back (information), focusing on the small picture, seeing the service
provider as a threat, and hiring a service provider as a consultant when (the customer) does not
really want its advice. Providers should be able to anticipate problems with implementation by
drawing on past experiences, and eliminate as many as possible. Providers should have an idea
of the time frame of when the outsourced logistics activities will be up and running, and what
types of value, service, and cost-reduction they will provide to their customer. The most
important part of the outsourcing decision is the communication between provider and customer
— the customer should make sure communication lines are open and information on activities of
the outsourced functions is available at all times. It is essential to “develop an atmosphere for

continuous improvement” (/2) between the buyer and the seller of the logistics services.

IMPLEMENTATION OF THE OUTSOURCING DECISION

After a provider is chosen, the customer and provider must work together to make the
implementation process work smoothly. The customer and provider need to form a working
partnership in order to create successful outsourcing for the customer. This may not be as easy as
it sounds. In the Journal of Business Logistics, Robert Lieb and Hugh Randall suggest several
problems with implementation of third-party management of logistics functions. These include
overcoming (internal) resistance to change, difficulty in teaching third-party personnel about the
company’s requirements and systems, cultural differences between the two companics‘;, and the
need to integrate computer and information systems. (7) Other problems include inability of

providers to respond to changing requirements, provider’s lack of understanding of the buyer’s

business goals, and difficulty changing suppliers. (9) As implementation begins, communication
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must continue and the providers must be willing to change their proposed plans to meet the
customer’s needs and wants. Throughout implementation, communication is vital, and a
constant evaluation of the third-party’s management is necessary. Finally, it is important for the
customer to find ways to maintain company morale throughout the implementation. Employees
of the customer need to be aware of, and involved in, the changes. Their input and training is

valuable to both the provider’s knowledge and the success of the outsourcing relationship.

HOW CAN A THIRD-PARTY LOGISTICS PROVIDER SUCCEED?

A third-party logistics provider must do many things in order to succeed and avoid being flushed
out by other more successful firms. The third-party logistics provider must look for new
accounts. Many third-party logistics firms continue to look at the large companies as their only
customer base. Small and medium sized firms are also looking to outsource. This concept is
known as “niche marketing” — looking for an area where the provider can succeed, and creating a
reason for a customer to consider the provider through a sound marketing scheme. Third-parties
should consider increasing their logistics offerings, but only if they are capable of handling the
new activities well. The provider must first look at their core competencies, evaluate their
service levels on these, and decide if they can branch off from there. If they feel their service
levels will fall as a result of adding new activities and functions, they should not accept them at
the current time. The third-party logistics provider must attract, develop and retain skilled
personnel in the sales and marketing, systems, and operations areas. Finding these skilled
personnel requires a recruiting strategy involving university programs. (/) The provider must be

flexible. Realizing what your customer is looking for and helping them achieve that goal is

crucial to retaining the customer. Providing everything the customer is looking for may not
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always be easy or feasible. Providers may need to form alliances with other providers (who have
different core competencies) to offer the best possible service to their customer. The provider
must also manage the relationships for profit and continuous improvement by putting true
“partnership” arrangements in place. () Other tips to keep in mind include building for the long

term; being creative, pro-active, open, and driven; and doing the outsourcing right the first time!

(13)

CHALLENGES FOR THIRD-PARTY LOGISTICS PROVIDERS

Just as the customer faces the decision to outsource, the providers face difficult obstacles with
each customer and within the overall third-party logistics industry. The providers must be able to
manage the outsourced function successfully. They must ask questions and work to understand
what their customer 1s expecting of them. The third-party must show they are decreasing the cost
of the logistics function by running it for their customer, rather than the customer running the
logistics function alone. They must be able to show where these savings are coming from. The
provider must compete against entrenched internal groups (/) who do not believe the provider
can do as good of a job managing the logistics function as they currently do. Third-party
logistics providers also have an identity crisis within the industry to solve. Many companies are
inserting “logistics” into their name, but they are not a true logistics provider. They could be a
transportation center, a warehouse, an intermodal manager, or information systems specialist. A
true third-party logistics provider offers a wide-range of services to their customer (or 1s capable
of finding what their customer is looking for), not just a specialized section of logistics.

Logistics providers have not proven that they can attain long-term profitability. In order to attain

long-term profitability, the provider must preserve the relationship with their customer before
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increasing their own profits (7). Many logistics providers also have a parent company who is
helping them get off the ground. For example, Werner Logistics is supported by Wemer
Enterprises, Dart Logistics is supported by Dart Transit and Fleetline, Inc., and Ryder Integrated
Logistics 1s supported by Ryder. The provider also must prove to this parent company they are a

worthwhile investment and the logistics area of the company should continue receiving support.

DETERMINANTS OF SUCCESSFUL THIRD-PARTY RELATIONSHIPS
After the implementation is complete, the relationship between the provider and the customer
must be evaluated. Several areas are stressed in this evaluation process to determine the success
of the relationship. Because outsourcing transportation and logistics is a major decision for a
shipper, there is fairly extensive literature on what determines a successful relationship between
third-party logistics providers and the customer. The following are some of the key determinants
identified in the literature:
1. Change orientation (innovation) — the provider can easily adapt to a changing
business environment and develop contingencies to minimize system breakdowns.
2. Access of parties to latest technology — allows the service buyer to use the latest
technology and equipment of the provider without the burden of financial investment.
3. Channel perspective — all parties (1.e. both the provider and the customer) view the
relationship from the system perspective of the overall channel or supply chain.

4. Provider’s knowledge of the external or competitive environment — the provider has

knowledge of competitors, industry regulations, political and market conditions.
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Customer orientation (responsive to customer needs) — a philosophy that customer
service is a process that results in value added to the service exchanged. This
includes the provider’s ability to customize or tailor its services to the buyer’s needs.
Control and performance appraisal — there is agreement between the provider and
customer on performance measurement standards. The agreement should include
specific criteria for on-time delivery, freight claims and other crucial service issues.
The agreement should mandate periodic reporting by the provider, emphasizing
whether service expectations are being met.

Emphasis on long-term relationship — relationships between the provider and buyer
are characterized as contractual rather than transactional 1n nature.

Improved service — providers can perform the outsourced tasks at the same, or higher,-

service levels.

Management expertise — the provider employs experienced professionals to manage

all aspects of the supply chain.

Number of services offered — the providers offers a comprehensive set of value-added
services to meet customer needs.

Sharing of benefits and risks — an incentive program in established which involves the
sharing of benefits and risks between the provider and buyer for any cooperative
efforts.

Financial strength — ensures that the provider’s and customer’s financial positions

warrants a commitment of resources and that each party has the staying power to

withstand economic conditions.
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13. Good communications — the provider and customer openly discuss their requirements
and expectations and talk through their problems.

14. Confidentiality — make sure the third party and its underlying service providers will
protect the customer’s sensitive data on products, shipments and their customers.

15. Guidelines exist to resolve issues or disputes — procedures have been established to
1dentify and discuss matters, or issues, of interest to both parties.

16. Provider’s knowledge of customer operations and vice versa — each party has a clear
understanding of the capabilities and limitations of those involved.

1']. Sharing of common goals (value consistency) — matching of the provider’s and
customer’s corporate cultures and philosophies.

18. Sharing of relevant information — establishing information systems, procedures, and
meetings that involve the sharing of information between the customer and provider.

19. Total organizational involvement — there are multiple levels of commitment by both
the provider and customer (including commitment of top management).

20. Subcontractors — the customer must give the third-party clear criteria for
subcontractors, including minimum levels of liability and insurance coverage, for

selecting carriers and other underlying providers.

(14, 15, 16)

CURRENT TRENDS IN THE THIRD-PARTY LOGISTICS INDUSTRY
At the moment, the third-party logistics industry 1s growing rapidly. Anyone can enter the third-

party logistics industry because the entry costs and barriers are low and there is no clear

definition of using the term “logistics” in the name of a company. Advertising can be done via
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the World Wide Web — searches come up with over four hundred names of companies claiming
to be third-party logistics providers. Purchasing magazine offers additional reasons for expected
growth 1n third-party logistics such as “management focus on core business, pressure to reduce
cycle umes and inventories, pressure to cut costs, more complex supply chains, and remembering
success breeds success.” (/1) As some current companies continue to grow and improve their
service and offerings, a shake-out is predicted in this industry. Those who can prove they are
doing well will continue as a third-party logistics provider, while those who have only one or two
customers will probably fail. This prediction of a shake-out comes from many sources, both in
academia and industry. The shake-out can already be seen in third-party logistics. Yellow
Logistics was closed down because its parent company, Yellow Freight Systems, did not believe
it was successful. Several other logistics firms are facing the same problem. Competition is
fierce. Third-party providers have to convince their customers to continue to work with them,
and continue to 1improve their logistics activities. Providers who are just starting up must

convince customers they can do the same, or better, job than the “big” names currently existing

in the third-party industry.

GROWTH AREAS FOR THIRD-PARTY LOGISTICS

As successtul third-party logistics firms continue development, numerous growth areas are
available to them. According to James Cooke of Logistics Management, these include:
continued globalization, further information systems development, further integration- of supply-

chain activities, broader service offerings, transportation management, broader warehouse

applications, and conversion of private fleets to contract transportation. (6) As firms grow,
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develop, and excel in these areas, they will be able to increase their customer service and overall

customer base.

THE FUTURE OF THIRD-PARTY LOGISTICS

The future of third-party logistics looks bright for those firms who can provide exactly what their
customers are looking for. If a firm examines all the information a customer must consider
before hiring a third-party provider and develops it to their advantage, they should succeed.
Firms should also combine all their logistics activities under one area rather than breaking it up
into a logistics department, an intermodal department, an information systems department, a
warehouse department, and a brokerage department -- to name a few. When all of a firm’s
logistics functions are located together and able to communicate effectively, they can begin to
develop long-range goals for themselves and long-range plans with their customers. However,
smaller firms need to find and establish their corner in the market to avoid the inevitable shake-
out that will occur in the industry. The future of third-party logistics is still quite uncertain in this
infant industry. Predictions abound, but nothing is definite. Watching the industry during the

next decade will provide interesting insight and knowledge about the growth of a new era in the

transportation world.
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Truck Drivers' Hours-of-Service




INTRODUCTION

The Federal Highway Administration (FHWA) has considered a rule-making
that could result in rewriting the current hours-of-service regulations for truck drivers
(1). The FHWA addresses the concern of the trucking industry that the current hours-
of-service laws may not be helping to counter fatigue (2). An understanding of what
the truck driver think about the changing of current hours-of-service is important to the
general public, government, and business. This report includes sections covering (a)
Hours-of-service’s background, (b) Current hours-of-service regulations, (¢) Other
countries’ hours-of-service regulations, (d) Hours-of-service opinions, (¢) Limitations
of the survey, (f) Methodology of the survey, (g) Results, (h) Summary of the findings,
and (i) Recommendations. The research project is focused on a survey of truck drivers
employed at Adrian Carriers, Inc. The survey focused on the drivers’ subjective
preference regarding the possible changes of current hours-of-service, and the problems

they have on the road with the current hours-of-service regulations.

BACKGROUND

In the late 1920s, low rates forced truckers to work longer hours and to drive
more miles to remain solvents (3, p. 74). With competition from major freighting firms
that paid low wages that allowed them to offer low rates, truckers were left at the
mercy of the shippers to stay alive (3, p. 75). In 1933, several reports said the average

wage earned by truckers was $24 per week, but the hours needed to earn this amount

ranged from 50 to 99 (3, p. 76-8). After the passage of the National Industrial

1




Recovery Act 1n 1933, working conditions and pay improved for many interstate
drivers employed by trucking firms. A code of fair competition aimed at reducing
work hours and increasing pay was instituted in 1934 for the trucking industry (3, p.
81). Drivers were allowed to work up to a maximum of 108 hours in any two-week
period, with overtime pay at one and one-third their normal salary for more than 48
hours worked in one week. Moreover, drivers were to be given two days off each
week, and minimum wages were set according to geographical areas. However, the
good 1ntent of the federal government did not reduce the hours worked by, nor increase
the wages for, the independent trucker (3, p. 82).

During the summer of 1935, Congress passed the Motor Carrier Act that gave
the Interstate Commerce Commission (ICC) the power to regulate the trucking industry
(3, p- 82). Congress gave the ICC power to investigate and determine if it was
necessary to put in the rules and regulations for hours-of-service (4, p. 31). In order to
make the highways safer, a provision was added which give the Commission authority
to establish similar requirements with respect to the hours-of-service of the employees
of trucking operators. The investigation permitted the Commission not only to
determine whether there was need for regulation, but also to establish requirements
adapted to the special conditions surrounding the different types and conditions of
operation. The original bill conferred upon the Commission power to regulate the
safety of operating carriers. The Commission was empowered to use funds and avail
themselves of other federal agencies to conduct research and tests pertaining to the

safety of life and health of employees employed in the motor industry (4, p. 33).

2




According to a survey made by the National Safety Council in 1935, fatigue

exceeded all other causes of accidents. The councils’ major findings were:

1. Many motor vehicle accidents occurred because of driver fatigue. These fatigue
caused accidents were more likely to occur to truck drivers than to those of private
passenger cars.

2. Drowsiness may be complicated by other factors, such as alcohol, carbon

monoxide, and starting trips after considerable periods of wakefulness.

L)

Although most states had regulations limiting the hours-of-service for certain

classes of drivers, there were only a few places where these rules were enforced.

4. Violations of hours-of-service rules were common in long-haul, for-hire trucking.

5. The total hours on-duty, including time for loading, unloading, and waiting, were
the important, not just the hours behind the wheel.

6. Most of the well-run truck fleets who wanted to reduce accidents had already
adopted safety measures voluntarily. The effects of enforced legislation would be
“reduce competition from and chance of collision with trucks whose drivers are
working dangerously long hours™ (4, p. 34).

In October 1936, the reduction of hours-of-service marked one of the early
confrontations between the trucking industry and the strengthened Teamsters Union.
The conflicts focused as much upon economic control as upon safe operations. Union
representatives wanted an eight-hour workday, which would restrict the distances over-

the-road haulers could cover. This would make it difficult for over-the-road truckers to

make local deliveries. The Teamsters lost this battle, as the American Trucking




Associations, Inc. (ATA) attacked the proposal as too conservative and offered a
substitute—sixty-hour weeks and the use of sleeper cabs. (Sleeper cabs allowed one
driver to rest on a bunk behind the cab while another drives the vehicle). Effective

December 1, 1938, a new regulation allowed interstate truckers to work ten hours per

— P e —— -

day before they had to take a mandatory eight-hour rest, but no trucker could work

more than sixty hours in one week. The ten-hour rule included loading, driving, and
unloading the truck. One year later, after additional hearings, the commission made the
rules more lenient, allowing drivers to work 15 hours per day, consisting of 5 hours
loading or unloading and 10 hours driving, up to the sixty-hour limit per week. Union
leaders protested that the ATA program would decrease the number of trucking jobs,

still a matter of concern as the Depression wore on toward the 1940s (5, p. 163-4).

To enforce these new hours-of-service regulations, all interstate truckers were
required to maintain a current daily logbook that is still used today. The logbook
contains pages for each day of the month, and each page has space in a graphlike form
to record the driver’s activities such as driving, loading or unloading, inspection,
eating, sleeping or off-duty time; see Appendix A. As with any rule there will be
“violators as some drivers carry fake or duplicate logbooks, or falsify their records”

(5, p. 164). This is something state policemen and the highway patrol check to make

sure driver logs are complete and up to date during routine stops (5, p. 164).




CURRENT HOURS-OF-SERVICE REGULATIONS

The new hours-of-service regulations, under Title 49, Code of Federal
Regulations part 395, were promulgated by the ICC to limit the hours-of-service of
interstate truck drivers engaged in for-hire service (6, p. 257). Amendments to these
regulations, made on March 1, 1939, were based on the findings of an investigation and
report by the United States Public Health Service of the problem of fatigue and hours-

of-service of drivers of commercial vehicles operating in interstate commerce (6, p.

258).

10 Hours Driving Law
Drivers cannot drive more than 10 hours following 8 consecutive hours off-

duty. Drivers cannot operate for more than 10 hours in the aggregate 1n any period of
24 consecutive hours; unless such driver be off duty for 8 consecutive hours during or
immediately following the 10 hours’ aggregate driving and within the stated period of
24 consecutive hours (7, p. 494).

There are two exceptions to these driving regulations, those are adverse driving
conditions and emergency conditions. Adverse conditions include snow, sleet, fog, and
others such as the hichway being covered with snow or ice, or other unusual traffic
conditions, that were not apparent on the basis of information known to the person
dispatching the move at the time it began (8, p. 320). The driver who encounters those

conditions and cannot, because of the conditions, complete his or her run within the 10-

hour maximum driving time permitted may drive up to but not more than 2 additional




hours to complete the run or to reach a safe place. In the case of an emergency, a driver

may complete his or her run without being in violation of the regulations, if the run

could have reasonably been completed in absence of the emergency (8, p. 317).

15 Hours On-Duty Law
Drivers may have a 15 hour on-duty work day, no more than 10 of which can be

driving, following 8 consecutive hours off-duty (8, p. 323). On-duty time includes all
of the time after a driver begins to work up to the time the driver is relieved of
responsibility for performing work. This includes time waiting to be dispatched or

spent preparing the vehicle for operation, loading or unloading the drivers’ vehicle, or

performing any other work (9, p. 5).

60/70 Hours-of-Service Law
Drivers must not drive after accumulating 60 hours on-duty during any 7

consecutive days or 70 hours on-duty time in any 8 consecutive days. Drivers may
continue to perform non-driving duties after reaching these limits and not be in
violation. For example, a driver who works on the 70-hour/8 day schedule would add
the hours worked during the last 7 days (day 1 plus the preceding 6 days). If it totals
70 hours or more, the driver has no driving hours available for the next day. However,
the driver still can perform non-driving activities after reaching the 70-hour limit and

not be in violation (9, p. 5). Table 1 gives a clear view of the current hours-of-service

regulations.




TABLE 1 Hours-of-Service Regulations

Driving time limitation 10 hours
On-duty time limitation 15 hours
Off-duty time minimum 8 hours
7-day on-duty time maximum 60 hours
8-day on-duty time maximum 70 hours
Duty Log Book Record

As explained above, a driver must keep a logbook, and this log is maintained 1n
duplicate for each day of the month. Operators of farm trucks do not have to maintain
driver’s logs. The original of these records is retained by the motor carrier for one year
and furnishes the basis for necessary reports to the ICC. The driver keeps his copy for
one month (7, p. 495). Drivers operating within a 100 air-mile radius of their normal
reporting location may be exempt from the logging requirement. A driver must be
back to the work reporting location within 12 hours and have 8 consecutive off-duty
hours before working another 12 hours. The driver also cannot exceed the 10 hours
maximum driving time and must comply with the 60/70 hours of service rule (9, p. 9).
The driver could be found in violation of the regulations if he or she submitted a log
that indicated too many hours worked (5, p. 164).

The Congress of the United States has been entrusted with the enactment of
proper legislation to regulate interstate commerce. “This includes not only the truck

owner and truck driver but the innocent public, led to believe that in the purchasing of

an automobile the highway can be traveled with reasonable safety” (4, p. 35).




Hours-of-Service Opinions
The National Private Truck Council (NPTC) states that the optimum hours-of-

service program should be tailored to each different segment of the trucking industry.
At the same time, they do acknowledge it will be difficult for officers conducting
roadside inspections to differentiate between the different classes of truckers. Ideally,
the hours-of-service regulations need to be simple, effective, workable, and enforceable
(10). The NPTC agrees with the 60 hours in seven days and 70 hours in eight days
rule, but it feels the more suitable hours worked in a day would consist of 12 hours
driving, three hours on-duty without driving, and nine hours for rest. This hours format
will “better fit the 24-hour circadian rhythm™ of the human body. The current rules
based on an 18-hour cycle with 10 hours driving and 8 hours sleeping causes irregular
sleep patterns for drivers. The accumulative effect is that the driver is forced to sleep at
different times every day as the work week goes on. Results of a Driver Fatigue and
Alertness Study concluded that this disruption of the body’s sleep pattern is a greater
contributor to fatigue than the amount of time one spends on duty. Safety Director Jim
York of the NPTC says that the majority of NPTC members do favor keeping the
current cumulative driving hours intact. NPTC feels the Federal Highway
Administration should make adjustments to hours-of-service rules that better suit the
drivers health requirements and at the same time allow them to provide the service
freight customers need (10).

In the article of “Re: HOS Regulations,” Oldtimer recommended not increasing

truck driver work hours because the rules provide protection and safety for the truck




driver. He said that the rules should increase drivers’ pay, so they do not have to work
long hours to make it (11). In another article, Kniefel argues that drivers’ working
hours should be regulated under the Fair Labor Standards Act that requires employees
who work in excess of forty hours in any calendar week be compensated for those

excess hours at a rate of 1 1/2 times. Truckers should not be kept outside the protection

of the law given to workers in other industries (12).

OTHER COUNTRIES’ HOURS-OF-SERVICE REGULATIONS

Australia
Hours-of-service regulations in Australia are different from the United States.

Most of Australia’s states current regulations allow truck drivers to work up to 18
hours per day that includes 12 hours driving time. The maximum of working hours is
72 hours per week and drivers can work for four consecutive days until the limitation
of 72 hours a week. There are two proposed policies that could change truck drivers’
hours of service. First, drivers would be allowed to work the maximum 18 hours per
day and 72 hours per week. However, drivers would drive 14 hours behind the wheel
per day until 72 maximum hours per week. Second, trucking companies have
developed a Fatigue Management Scheme that would allow drivers to drive up to 18

hours per day for four consecutive days without exceeding 72 hours per week (13, p.

).




Canada
Hours-of-service rules in Canada are also different from those in the U. S. All

truck drivers must carry and fill out a log book. Truck drivers can drive 13 hours after
8 straight hours off, or 16 hours in a 24 hour period but drivers must have 8 straight
hours off after the first 13 hours of driving. Drivers must take 8 straight hours off after
15 hours on duty. Once in any 7 consecutive days drivers can reduce their off duty
time to no less than 4 hours, but they must increase their next 8 hours off by whatever

amount that shortened the first 8, e.g., 4 hours off and then 12 hours off (14, p. 1).

FATIGUE EFFECTS

Safety
A study by the National Transportation Safety Board of the United States

disclosed a frightful statistic that 30 percent of all truck accidents are fatigue related
(15, p. 12); the biggest problem trucking companies faced was fatigue (16, p. 26).
Fatigue results when working hours are long but also when drivers begin at unusual
times (17, p. 22). For example, a fully loaded semi-trailer traveling over 55 miles per
hour ran into the rear of a school bus. The truck driver received only minor injuries
while 4 of the school bus passengers were fatally injured, 4 received serious injuries,
and 15 students received minor injuries. The safety Board found that the truck driver
had been on duty for 26 hours preceding the accident. He had falsified his daily log
book to indicate 7 hours of off-duty time. In addition, it was found that he had violated

hours-of-service laws at least four times in the 3 days before the accident (18, p. 4).
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Drivers know fatigue 1s an uninvited and unwelcome passenger on any journey.

They use many methods to battle this passenger like consuming caffeine drinks, eating

spicy foods, or talking on the CB radio. Preparation for each trip is the most important

part. The following is a list of ways to counteract the danger of fatigue (17, p. 23):

1.
2
3
4
5

Get proper sleep beifore leaving.

. Do not rely on stimulants.

Take rest periods regularly, exercise to limber up.

. Drink plenty of fluids, but avoid alcohol.

Do not start a journey hungry. Train yourself in good eating habits, a light and
healthy diet is best suited for travel.

Industries are in the development phase of being able to market technical aids

that will warn drivers when they are falling asleep. According to Awake magazine, a

Japanese firm has an 1dea using a video camera that monitors how frequently the driver

blinks his or her eyes. Too many long blinks and a prerecorded voice warn the driver

that it is time to stop and rest. In Europe, drivers are working on an apparatus that

detects when the vehicle i1s swaying back in forth. If this is happening, a warning

message sounds in the cab telling the drivers they need some rest (17, p. 23). It may be

sometime before instruments like these are in production.

There are some questions that drivers need to recognize the warning signs of

fatigue. If a driver answers yes to the following questions, it means that he or she

needs to take arest (17, p. 22).

Do you have burning eyes or drooping eyelids?

Do you imagine things or find yourself daydreaming?

Does the road seem to be narrower, causing you to drive along the middle line?
[s your recollection of certain parts of the journey missing?

Is your use of the steering wheel and brakes more jerky than normal?

11




Driver Turnover
There are some reasons for the driver shortage and the shrinking labor pool.

Fuller and Walter cited reports of driver tumover rates exceeding 100 percent annually
(19, p. 42), for higher than in manufacturing turnover of 12 percent (20, p. 15). The
primary reason for such high turnover rates is the low level of drivers’ compensation.
There are some additional factors that relate to the turnover rates, such as the drivers’
daily schedule is ever changing, because the loads are not ready, or the customer
unloads only during certain hours, or traffic conditions. Another common problem
occurs when a person’s personal life at home is not amiable and it becomes
increasingly difficult to be away from home (21, p. 25). The rules associated with
acquiring a Commercial Drivers License (CDL), procedures for transporting hazardous
materials, drug and alcohol testing, and the lack of necessary literacy skills are all
contributing factors of the shrinking labor pool of qualified dnivers (19, p. 42).
Common practice in the trucking industry is to offer current drivers a cash
reward for finding new drivers to join the company and complete the 90-day
probationary period. According to James Beaham, a truck driver at Adnan Carriers,
Inc., this 1s incentive for drivers to present a favorable picture of the company they
drive for, even it’s not true. A driver may be susceptible to the sales pitch and leave
one company for another in the hopes of finding a better workplace. Everyone wants to
work for a company that provides added benefits, such as many paid holidays and

weeks of vacation. However, these are rare in the trucking industry that usually only

provides 1-week vacation, 6 major holidays, 401K, health and dental plans (Personal




interview with James Beaham, a Truck Driver at Adrian Carriers, Inc., Milan IL,

August 1997). Therefore, better pay and benefits may reduce drivers turnover rate.

TRUCK DRIVERS HOURS-OF-SERVICE SURVEY

Limitations of the Survey
Participation in the survey was limited to truck drivers employed by Adnan

Carriers, Inc., a company with 100 drivers including part-time drivers. Participants
included over-the-road drivers, who travel only within a 500-mile radius of the home
terminal and city drivers who do not exceed a 100-mile radius. City drivers, who do

not need to log miles or hours driven and part-time drivers were also included.

Methodology
Hours-of-service regulations is an issue of interest since the federal government

is considering changes. The intention of the survey was to study truck drivers’
opinions about possible changes of hours-of-service regulations. The development of a
Truck Drivers’ Hours-of-Service data base began as a project supported by Adnan
Carriers, Inc., which operates both as a common carrier and a contract trucking
company.

The survey included items regarding the preference on changes in hours-of-
service, the problem with hours-of-service, years of truck driving experience, reasons
for changing employers, and age. The survey was designed to maintain the voluntary
and confidential nature of the project. The researcher was available by phone to answer

any inquiries about the survey (see Appendix B).
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The plan was to distribute the surveys at the company in a very brief peried, not

to exceed two weeks. A total of 100 questionnaires were distributed through the
drivers’ mailboxes at the terminal. Questionnaires were returned to a box marked
“Iowa State University Survey Drop-Box™ in the dnvers’ lounge at the company,
ensuring that answers would remain anonymous.

Fifty-three responses were received at the survey box in ten days; 51 were
usable which is 51 percent of the total (Although some of the recommendations were
not related to the change in hours-of-service). Nearly every survey was fully
completed and useful; one of the drivers provided his name, such identification was

removed before the data were used. Only a few responses were insincere or attempted

humor.

Results

Preferred in hours-of-service regulations
Many recent articles talk about changing trucking hours-of-service rules, so

drivers were expected to be conversant in this topic. When drivers were asked the
preference in changing hours-of-service, 35 percent preferred no change from current
regulations (10 hours driving, 8 hours off-duty; 15 hours on- duty, 8 hours off-duty; 60
hours in 7 days; 70 hours in 8 days), see Figure 1. Twenty-five percent preferred 12
hours on duty and 12 hours off-duty. Twenty percent chose 14 hours driving pér day.
Eight percent responded 10 hours on driving and 10-12 hours off-duty. Six percent

liked 13 hours driving per day and six percent did not answer this question.
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Current hours-of-service laws cause problems
As figure 2 shows, 57 percent of drivers said the hours-of-service occasionally

cause problems. Twenty-two percent frequently have problems. Twenty percent never
have any problem and 2 percent omitted the item.
Problem caused by hours-of-service laws

Drnivers were asked why the hours-of-service laws have caused problems. As
Figure 3 shows, the main problems are tight schedules, bad weather (each was 47
percent) and the need for more income by working long hours (45 percent). Both
equipment and others were reported at 16 percent. Then other problems centered

around making use off-duty time, such as getting sleep and oversleeping, not being

Problems Caused by Hours-of-Service Laws
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able to come home because of layovers, lost time waiting to load or unload at big

warehouses, and requirements to deliver customers’ freight “just-in-time” (see
Appendix C).
Driving experience

Truck drivers were asked how many years they have driven a truck. As figure 4
shows, 41 percent had driving experience of 0 to 9 years, 31 percent were between 10
to 19 years, 12 percent were between 20 to 29 years, and 14 percent had more than 29

years driving experience; the remaining 2 percent omitted this question.




Drivers Changing Employers
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Changing employers

As Figure 5 shows, 4 percent of drivers have never changed employers, but the
remainder had changed employers at leave once. Twenty-four percent had changed 1
to 2 times; 41 percent changed 3 to 4 times; 14 percent had changed 5 to 6 times, and 6
percent changed 7 or more times. The remaining 12 percent omitted the item.

Reasons for changing employers
According to Schulz, compensation is the primary reason drivers give for

leaving their jobs. Figure 6 supports this statement, as 67 percent of the drivers

indicated income as the reason for changing employers. Thirty-three percent said
schedule and 31 percent responded equipment. There were 25 percent who indicated

other reasons, such as wanting to be home more often, changing to higher job position,
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and to open his or her own business (see Appendix D). Eight percent omitted the item.
Age

Figure 7 shows that 33 percent of the drivers’ age were between 30 to 39 years
old. Twenty-five percent were between 40 to 49 years of age, and 20 percent were
between 50 to 59 years of age. The rest, 12 percent, were aged 60 and above.
Drivers’ Recommendation Other Changes in Hours-of-Service Laws

One optional question on the survey was for drivers to recommend other
changes in the hours-of-service laws. Twenty percent responded to this question. One
driver indicated truck drivers’ working hours should be under the Fair Labor Standards
Act, the normal 40-hour work week, because truck drivers are human beings who also
work hard to make a living. Shippers and consignees should be more conscious of
pick-up and delivery times and the way they relate to current hours-of-service laws, or
have them held responsible for any violations incurred when the driver is expected to
meet unreasonable delivery times. Several drivers welcome the 70 hours work week
with 12 hours on-duty and 12 hours off-duty or being able to start a new 70 hours week
after 24 hours off duty. Other responses were related to money, such as dock pay rate
the same as driving rate, more money per hour, and raising the speed limit to provide

an increase in pay based on miles driven (see Appendix E).
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SUMMARY OF STUDY FINDINGS

The findings of this particular survey that more than 35 percent of drivers
preferred current hours-of-service regulations compared to any of the new suggested
hour limits. The remaining 65 percent of driver were split in their preferences. Over
one-half of drivers occasionally had problems with hours-of-service regulations, with
the major problems being caused by uncontrollable circumstances like tight schedules
and bad weather conditions (both are almost one-half) or problems with traffic. Drivers
were concerned with their income, as the response of 45 percent showed that hours-of-
service regulations could be a limiting factor.

Over two-fifths of the drivers had less than ten years dnving expernience and the
same portion of drivers had changed employers between 3 or 4 times. Income was the
reason for changing jobs for more than two-third of the drivers. Scheduling and
equipment considerations also were incentives for one-third of drivers to change their
employers. The age majority of the drivers responding to the survey were between 30
and 49. One-fifth of the drivers recommended other changes in hours-of-service
regulations, such as a 40-hour work week, shippers and receivers’ being responsible for
adhering to current hours laws, and increasing wage and speed limits. For the most

part the laws associated with hours-of-service are thought to be reasonable, according

to the drivers surveyed.




RECOMMENDATIONS AND CONCLUSIONS

Hours-of-service regulations include a special rule allowing two extra hours
driving time associated with bad weather and traffic tie ups; allowing extra hours for
drivers who have time problems while on-duty but waiting to be loaded would be
consistent with this provision. Their extra hours would not be charged against driving
time if the driver had the ability to rest while waiting. Also, shippers need to be
concerned with the extra work load they are placing on the driver. They should be
willing to compensate the driver for money lost while waiting, and offer any extra help
to see that the driver can use this time to rest up for the trip.

The researcher also recommends if at anyone choosing the occupation of
driving a truck to make a living needs to know the physical burden and responsibility
associated with trucking. Truckers need to use this information to promote their own
personal health, but also to help make our public highways a safe place to travel. The
most important preparation for each trip is to get the proper sleep. Second, drivers
should be encouraged to develop an exercise routine into their daily schedule before
they start and when they take a break. Third, drivers need to eat a light and healthy diet
that is most appropriate for travel.

In summary, this researcher found out how difﬁcult it is to make the hours-of-
service regulations to suit all different types of truck drivers. In my opinion, the
FHWA needs to review the hours-of-service regulations to ensure they are set a level ;

that balances the needs of all involved: truck drivers, shippers, receivers, and for the

safety of the general public.
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1. Listed below are some possible changes to the hours-of-
service regulations. Which one do you prefer?

1 10 hours driving, 10 to 12 hours off-duty

(] 12 hours on duty and 12 hours off-duty

(] 13 hours driving per day

[ 14 hours driving per day

1 No change from current regulations (10 hours driving,
8 hours off-duty; 15 hours on duty, 8 hours ofi-duty;
60 hours in 7 days; 70 hours in 8 days.)

2. Have the current hours-of-service laws caused you problems?

] Never (if never, please go to # 4)
] Occasionally
(] Frequently

3. Why have the hours-of-service laws caused you problems?

ease check all that apply.

Limits opportunity for more income
Tight schedule

Traffic jams

Equipment breakdown

Bad weather

Others, such as

1= O i e [ e N e O [

APPENDIX B

4. How many years have you driven a truck?  years

5. Have you changed employers since you became a truck
driver?
O Yes (if yes, how many times?
O No (if no, please go to # 7)

times)

6. What was the reason for changing employers?
[0 Equipment

] Schedule

] Income

] Other

7. Please indicate your age:

[0 Under 20 O 40 to 49
0 20 to 29 0 50 to 59
] 30 to 39 [J 60 and above

8. Optional: If you can recommend other changes in the

hours-of- service laws, please write them on the back.
Thank you again for your help.




APPENDIX C

Survey question number 3: drivers’ responses to “other.”

1. Possible over sleeping

2. Off duty time

3. Speed laws different ineach state and way they are enforced state by state

4. Poor shipping & receive

5. Sitting (waitting) to load or unload: on duty/not driving. Big warehouses can be
hours to wait.

6. Lay overs not being albe to drive home

7. Lack of sleep on regular basis

8. Customers don't think realistically about how much time it take to move their
freight. Everybody expects everything done overnights or yesterday. Pushing
trucking companies to turn noncompliant to get the job done.

APPENDIX D

Survey question number 6: drivers’ responses to “other.”

Employers who aren’t willing to comprimise such as hours or schedules
Went out of business

Bought own truck

Dispatcher & home time

More home time

Local work

Fired

To be home more often

. Personal

0. Management opportunities
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Survey question number 8, drivers’ recommendations for hours-of-service regulations.
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APPENDIX E

12 on & 12 off then go back to 70 hrs available--

You wirk 8 hrs go home, work eight more tomorrow ect. and make a living. Why
can’t I? It seams all trucking Co. want 70 hrs 8 days. I say get real!

Increase truck speed limits

Companies should be monitered closing because they ignore all regulations
Anyway!

I like the idia of starting 70 hr. after 24 hr.off

Shipper and receiver should provide labor for loadding and unloading

Pay on dock the same as driving

The shippers and consigners should be held accountable as well for violations,
accidents, fines, etc... due to non-compliance of Hours of Service. Maybe then
they will be more realistic about when they want their frieght and won’t choose
non-compliance companies to handle their fritght. In time alll companies will be
more compliant or go out of business.

There just like a comic book. There a real Joke!!

More money per hour.
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This paper addresses the construction of effective heuristic-
optimization models for the Service-Request Vehicle/Crew
Routing with Time Windows (SRVCRTW) problem. Three basic
models and the development of a software package for
SRVCRTW problem in a Geographic Information System (GIS)
environment are presented. Among three basic models, Hard-TW
Model improves Solomon’s model in terms of insertion criteria
and defines the double-objective for SRVCRTW problem.
Impacts of contributing factors on route solutions are analyzed
and a set of appropriate values for these parameters are suggested
based on tests carried out in a real case study; Second,
Negotiable-TW Model and Division-Duty Model are proposed
based on the demand of real-life service-request problems.
Finally, the software package developed in a GIS environment
provides an effective and convenient tool to SRVCRTW problem.
With the use of good programming procedures and attention to
related database structure, excellent performance and
functionality was experienced.

The Service-Request Vehicle Routing with Time Windows
problem (SRVCRTW) is concerned with the design of minimum-
cost crew routes to service a set of customers with desired service
periods, or so-called Time Windows (TW), originating and
terminating at one or more central depots. Utility service, for
instance, including regular or emergency examination and repair
of utilities requested by customers, is one of applications of
SRVCRTW.

Similar with general Vehicle Routing Problem with Time
Windows (VRPTW), the objective of SRVRPTW is to service all
customers while minimizing the number of vehicles and travel
cost without violating the time constraints. Meanwhile, it has to
deal with some specific time constraints except for customer
requested time windows, such as crew’s moming and aftemoon
break time, lunch time and overtime, and etc.. In addition, on-
line requests and emergency calls may force rescheduling parts of
initial routes or already-in-service routes. Consequently, in order
to minimizing crew’s waste time, which is usually caused by
waiting time, some customers may have to violate their time
windows if insert additional unrouted customers. This
arrangement with violations of time windows needs negotiations
with those special customers. In the real world, this kind of
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negotiable way is potentially useful to make an effective and
efficient arrangement of an individual crew’s route for routing the
maximum number of customers.

Professional crews usually have different responsibilities
because of their professional skills and territory distribution of
their duties. For example, electricity, water or gas utility services
require workers or technicians trained in corresponding fields.
Accordingly, crews in different territories may be in charge of
service for specific groups of customers. On the other hand, no
need to pick up or delivery exists in SRVCRTW, so capacity
constraints and size of the vehicle fleet will be ignored. Therefore,
it 15 very necessary to distinguish this type of real-life routing
problem from conventional VRPTW, defined as the Service-
Request Crew Routing with Time Windows (SRVCRTW)
problem in this paper.

Three basic models for SRVCRTW are proposed in the paper:
Hard-TW Model which results in a route without violation of
time windows; Negotiable Model that produces solutions with
negotiable time windows, i.e., arrival time at some customers may
be permitted beyond time window but targeted minimum
violation; and Division-Duty Model in which each crew has
responsibility to each specific territory, and also has opportunities
to serve remained unrouted customers of adjacency territonies if
his current routing schedule allows him to do so using above two
models. The findings of Solomon, Koskosidis, Russel, Thangiah
[Solomon 1986 &1987, Koskosidis 1992, Russle 1995 and
Thangiah 1996] indicate that Heuristic algorithm have been quite
successful in dealing with large-scale vehicle routing problems
with time windows and have so far offered the most promising
results for solving realistic size problems. With the acdoption of
basic principles of Heurnstic algorithm proposed by Solomon, the
basic model of SRVCRTW algorithm, Hard-TW Model, is
established with new structure of heuristic insertion criteria for
double objectives, 1.e., minimize total route travel cost with
maximum routed customers. The studies of Thangiah and Potvin
[Thangiahand etc. 1996, Potvinour etc. 1993] and the author's
research 1indicate that *“seed” impacts significantly on route
solutions, particularly in terms of number of routed customers.
Based on double objectives, optimal solution is produced among
all “seed” altermatives. The concept of “Soft” time window
[Koskosidis 1992] gave authors insight into design of the
Negotiable Model of SRVCRTW algorithm. Referming to
multiple crew routes, Division-Duty Model is designed according
to the demand of real-life service-request problems.
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Geographic Information System (GIS) provides an excellent
platform for the storage, analysis, and presentation of abstract
transportation network and analysis results. Some advanced GIS
packages (e.g. Maplnfo) provide application development
environments.

One of the advantages to being in the GIS environment is the
availability of data required to support transportation applications.
Street level maps are available from the TIGER files, CTPP files
or commercially available street map providers. These vendors
support all of the popular platforms, or one can find translators
that will convert from one format to another. Other critical
information such as block group and census tract maps and data
are readily available. Transportation related GIS are rapidly
becoming available at significantly reduced costs.

Therefore, the graphics and database engines found in GIS
software can easily and efficiently manipulate the data into the
format required by the transportation models. Since the
collection and processing of transportation data required to
support the transportation models is very time consuming and
expensive, the use of existing data can have a significant impact
on project costs. This feature is a major improvement in the
efficiency of transportation officials. The generation of the
models with the original transportation software packages was
cumbersome and costly.

Regarding availability of GIS and its advantages of dealing
with spatial data analysis, a software packages for SRVCRTW
was developed in a GIS environment. The author is working in
three  different development environments:  Mapinfo,
MapBasic/Visual Basic and Visual C++. Maplnfo is used for
spatial database management and results display; MapBasi/Visual
Basic for data processing and transferring and user interfaces; and
Visual C++ for numerical calculations.

This paper addresses the construction of effective heuristic-
optimization models for the Service-Request Crew Routing with
Time Windows (SRVCRTW) problem. Three basic models and
the method of their software package development in a GIS
environment are presented, including test examples and
software’s functionality. Finally, summaries and conclusions are
stated, which also gives author’s plan for further research on this
topic.

DEVELOPMENT OF BASIC MODELS
FOR SRVCRTW ALGORITHM

Notations

The rotations below will be used in following parts:

My = 1, 1f vehicle k travels directly from customer i to customer j

on route p; 0, otherwise on route p;
at,, : crew/vehicle k’s arrival time at customer/order i on route p;

at,,, at,, : crew k's new arrival time at customer / and j due to

customer u’s insertion on route p, af,, = at,, + tc,+ LS, + tc,;
BK,,, : end time of break/lunch period for crew k;
B.

Jpk

insertion of u immediately precede j so as to not violate any of
routed customers’ time windows;
BK_, : begin time of break/lunch period for crew &;

: buffer at customer j, limits to range of increase due to

d;: shortest path distance form customer i to j;

E,: earliest time window requested by the customer/order j;

k: a given vehicle or crew ID; i,j,s represent customer in models;
L,: end time of crew’s whole work period;

L, : latest time window requested by the customer/order j:

Ls, : length of service at customer u:

rn,(s) : total routed customers/orders on route p for vehicle k if the
“seed” is customer s;

s*: the largest rn,(s) value among all possible seeds (s = 1, 2,
...,M), M is total number of customers:

st - crew/vehicle k’s starting work time;

T'C(s),: total travel time cost of vehicle k on route p if seed is s;

fc,: shortest path travel time from customer i to j;

tv,,: total violation of time windows on route p for crew k;

tw,,: crew/vehicle k’s total waiting time on route p;

Heuristic-Optimization Model with Hard Time
Window (Hard-TW Model)

Hard-TW Model results in a route with correspondence to
requirements of objective and time window constraints. In other
words, its optimal solution absolutely has no violation of time
windows, called Hard Time Window (Hard-TW). According to
Solomon’s insertion heuristic [Solomon 1986], a seed customer is
selected to initialize a route and then insert unrouted customers
one by one based on insertion criterion with satisfying all routed
customers and inserted-to-be customer’s time window and
break/lunch constraint. Table 2-1 shows mathematical expression
of Hard-TW Model. The insertion heuristic is described step by
step below:

Step 1: Select a seed customer s among all unrouted customers.
Now the initial route is from depo to the seed and then bake to
depo.

Step 2: Suppose that customer i and j is a pair of two immediate
adjacent customers on current route with direction form i to j. Try
each unrouted customer u to insert between all possible i and j on
the initial route. First of all, check if # and j satisfy their time
windows and break/lunch constraints. Then, check if j violates his
“Buffer” constraint due to «'s insertion. Customer «’s insertion
will cause j and all those routed customers who are following j on
current route to postpone their arrival time at the length of az,,, -
at,,. Each routed customer j in fact has tolerance of the largest
postponement of his arrival time due to «’s insertion, that is, L, -
at), .. The Buffer of customer j is defined as B;= min{(L - at,,,; ). j
=1,2,.... M, I=j, j+1,...., M}; If all above time window constraints
are satisfied, proceed to Step 3; otherwise go start Step 2 again.
Step 3: For each unrouted customer u, compute its best feasible
insertion place (marked w* in the math model) in the emerging
route as the First Insertion Criterion as described in Table 2-1. For
each u*, the best customer u** to be inserted in the current route is
chosen as the one which satisfies the Second Insertion Criterion
described in Table 2-1.

Step 4: Go back to Step 2 until all unrouted customers are
examined. Then the best feasible customer u** is finally inserted
into current route so that a new initial route 1s generated.

Step 5: Repeat Step 2 through Step 4 until either all unrouted
customer are routed or no more unrouted customer can be inserted.
The route for seed s is generated, and called s-route.
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" Table 2-1. Mathematical Expression of Hard-TW Model
|

| Objective: min TC(s*), = min {total travel cost of a route s*,},
| (s*i=max{rn,(s) i,j,s=1,2,....M ),

H Subject to:

| initial route: select a unrouted customer s as seed,
time window constraint. E=<st,<L (=12 ...M),
“buffer” constraint.: at,, <{ min (L, B;); B;= min{(L,- at,,,, ),
15 (7P R B by (8 Y (R M};
break/lunch constraint: BK,, <at, <BK, (j=1 2, ..., M),
first insertion criterion: C(i(u*),uju*) = min{C,,(i,uj), all possible

pairs of i and j on current routej,
Croltuj) = {(P,Cyppi + P1Crap tP twp));
P, +P,+P =1, P,,P,, P 20},
Cf!pic ={(dm T duj_ d:'j)r
all possible pairs of i and j on current route};
Ciop ={(at,, - at,; + Ls,);
all possible pairs of i and j on current route},
tw,, = 2max{(0, E,- at,,;); all routed j plus u},
second insertion criterion: Cop(i(u™*), u** j(u**))=min {C,,(i(u*),u*ju*)),
all possible pairs of i and j on current route},
C.?pk(i(u *).u*j(u*)) = TC(s), ={mej #ypk)r'
all possible pairs of i and j on current route};

Table 2-2. Testing Waiting Time Factor’s Contribution to the Insertion Heuristic

Total customers | Total routed customers on route | Total routed customers on route given by
Test group # in the group given by model #1 mode] #2
2 11 11 10
3 14 12 11
7 15 12 11
8 13 13 12
11 10 10 9
12 10 10 9
13 11 10 9
15 12 11 10
16 13 12 11
17 12 10 9
18 12 11 10
23 12 10 9
25 9 8 7
Other 12 groups these groups’ results are same
Total difference model #1 totally services 13 more customers than model #2 to test samples

Note: I). in model #1: P,;=0.25, P,,=0.40, P,=0.35; in model #2: P,,=0.45, P,,=0.55;
2). all customers in each of 25 groups were picked up randomly from Solomon’s Instance R107;
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Table 2-6. Example: Crew #10’s Routing Schedule by Negotiable-TW Model

Order_No | Order ID | Start T End_ TW | Amival | Actual Waiting_ | Service | Violation
W Time Start Time Time
0 (depot) | O 800 1300 800 800 0 0 0
1 205 800 900 808 808 0 12 0
2 211 815 1000 828 828 0 11 0
3 201 800 930 842 842 0 10 0
4 213 900 1100 858 900 2 10 0
5 208 900 1100 920 920 0 12 0
6 204 930 1040 939 939 0 8 0
7 210 930 1100 955 955 0 10 0
8 203 1000 1100 1016 1016 0 10 0
9 209 930 1200 1032 1032 0 7 0
10 212 1040 { 1240 | 1052 1052 10 15 |0
11 202 930 110025 = R T2 1123 0 12 23
12 206 1100 1200 1147 1147 0 11 0
13 207 1130 1200 1206 1206 0 10 6
14 214 1200 1300 1220 1220 0 10 0
0 (depot) | O 800 1300 1240 0 0 0 0

Step 2 through Step 4 are the same as Hard-TW Model except:

e In Step 2, only check Break/Lunch and Crew’s work hour
constraints;

e In Step 3, total violation of time windows tvp, replaces the

total waiting time fwp, in the first insertion criterion.
Step S: Repeat Step 2 through Step 4 until either all unrouted
customer are routed or no more unrouted customer can be inserted.
The route with negotiable time windows is generated, and all
customer with whom the schedule manager needs to negotiate
about violating their desired time windows are called Negotiable
Customers.

Figure 2-1 shows the result of an example by Hard-TW Model.
Provided that there are 14 customers need utility inspection service
within their desired period of time. All of them are located in City
of Lawrence, Kansas. The task here is to propose a minimum-cost
routing schedule for Crew #10 to provide service with time
window constraints. 13 of total 14 customers are routed by Hard-
TW Model. Customer/Order #212 is not routed due to his time
window’s restriction. Table 2-5 indicates the routing solution
including each customer’s basic information such as location, time
window, armival time, waiting time and service time. Crew’s back
time 1s 12:20 PM, earlier 40 minutes than his scheduled work
hour. Additionally, total waiting time at customer #213, #207 and
#214 1s 23 minutes (shadow areas in Table 2-5). It implies that the
crew is still capable of serving more customers.

Figure 2-6 shows the solution of the same example by
Negotiable-TW Model, in which the initial route is given by Hard-
TW Model, as demonstrated by Figure 2-1. An additional

unrouted customer #212 is inserted into the initial route and causes
two routed customers’ time windows (#202 and #207) negotiable
(shadow areas in Table 2-6). Customer #202 has a 23 minutes of
violation, 1.e., the crew’s starting work time is scheduled at
customer #202 to be 23 min later than his desired. Similarly, 6-
minute delay is caused at customer #207’s schedule. It is also
noticed that total waiting time goes down to 2 minutes since

customer #212’s insertion, which means that new solution
enhances the efficiency of crew’s schedule if negotiable time
windows at customer #202 and #207 reach agreement. In Figure
2-1 and 2-2, thick solid lines/polylines represent real road route
between customers while the thin straight lines between customers
show the direction of the route or the service order.

In the practical execution of the computer program, an
information board will appear on the screen after the Hard-TW and
the Negotiable-TW Model have been gone through, as illustrated
as Figure 2-3. It helps operator to have a first glimpse of
comparison of routing schedules between above two models, and
make a quick response for negotiation and decision-making. The
program can save those separately, in graphs and tabular tables in a
GIS environment, or MapInfo platform.

Division-Duty Model for Multi-Crew Routing

In the real world, professional crews usually have different
responsibilities because of their professional skills and territory
distribution of their duties. For example, electricity, water or gas
utility services require workers or technicians trained in
corresponding fields. Accordingly, crews in different territories
may be in charge of service for specific groups of customers
within a given termitory. Division-Duty Model is proposed here to
deal with this type of routing problem. In Division-Duty Model,
each crew has responsibility to each specific territory, and also has
opportunities to serve remained unrouted customers of adjacency
territories if his current routing schedule allows him to do so
using above two models. Its procedure is described as the
following:

Step 1: Produce routes for each appointed crew of every territory
using Hard-TW Model.
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Figure 2-1. Crew #ll}’s Routing by Hard-TW Model
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Figure 2-3. Quick Glimpse of Routing Schedules between Hard-TW & NEgutlable models

Step 2: If the route is not filled full out of crew’s whole work
hour period, add unrouted customers of adjacent territories using
Hard-TW first till no more can be inserted.

Step 3: If unrouted customers still exist, then insert more
unrouted customers till the crew’s schedule is full, using

Negotiable Model in necessary.

A test study was conducted using a real record of customers’
order hist with time windows for a city in Texas, which was
provided by a utility company in Texas. There are ten territories
with one crew each. A list of customers who request utility
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service 1s available for each territory. The task we are facing is
to arrange route schedules for each crew in order to offer
effective service with minimum costs. Because of different
spatial and time window distributions of customers with different
number of customers in these territories, some crews may be
capable of serving all customers they are responsible while
others may be not. Necessary cooperation between adjacent
crews are required, i.e., if a crew’s routing schedule covers all
his responsible customers and still has enough room to
accommodate additional ones, he may be assigned some
customers from adjacent territory. Figure 2-4 shows the
flowchart of procedure designed for Division-Duty Model, the
computer program of which is currently being in the stage of
modification. The test for parameter determination was finished
and the part of its results is shown in Table 2-2. The initial test
for routing schedule arrangements indicates that the Division-
Duty Model is potentially very practical. More details about this
case study will be discussed in another paper.

Open Order Table, Order Type Table,
Crew Table and Service Prionity Table

i . |
'
Set Up Shortest Path Database

Open Street Network

Y
initial Routing (Hard-TW Model)

L
If the Route Has A Full Schedule

o

Output

Insert Unrouted Customers Y
from Adjacency Temitory _ _ ot
(if no more can be inserted fo [ nd Adjacent Crew and Reinitialize

o A ty His Route (Hard-TW Model)
Negotiable-TW Model) |

A Y

Insert New Customers from

i
Adjacency Temitory -

el «<>
If Full '

Figure 2-4. Flowchart of Procedure Designed
for Division-Duty Model

DEVELOPMENT OF THE SOFTWARE
IN A GIS ENVIRONMENT

Development Environments

The author 1s working in three different development
environments: Maplnfo, MapBasic/Visual Basic and Visual C++.

Maplnfo is used for spatial database management and results
display; MapBasic/Visual Basic for data processing and
transferring and user interfaces; and Visual C++ for numerical
calculations. Figure 3-1 illustrates the development structure of
the software for SRVCRTW algorithm.

MapBasic 1s a critical environment but it has one serious
drawback, i.e. slowness. However, one of the most important
features of MapBasic is that it supports DDE and DLL. DDE
allows MapInfo to interface directly with other application such
as Visusal Basic, and DLL functionality allows for the two way
transfer of data between two applications written in different
languages such as MapBasic and Visual C++. When large
number of numerical calculations are required, Visual C++ is the
development language of choice. Kurt and Li’s study [Kurt, Li
and Zhu 1995] found out that network over 100,000 links for
routing analysis are being analyzed in less than 5 second using
C++ while MapBasic would take 13 hours to analyze a network
of approximately 3500 links. Therefore, improvement of
analysis speeding results from using Visual C++.

Network Creation and Its Basic Functions

The network model provides the basis for an application of GIS
into transportation analysis such as vehicle and crew service-
request routing analysis. General transportation network models
require comprehensive network description and specific-
structured data input. Typical data required to support these
models include the following graphic objects: 1). Polygons
(traffic analysis zones, land use, demographic entities, etc.); 2)
links (streets, etc); 3) points (intersections, interchanges, etc.).
There are also special graphic objects required to describe special
transportation related conditions such as temporary road barriers,
turning movement restrictions and turning penalties. Non-
graphical attributes may be assigned to each graphical object.
They would include existing and potential land use, traffic
volumes, highway capacity and traffic speed, and so on.

Node and link tables are key elements of transportation
network. Node table includes node ID, x and y coordinates, and
room that is ready for additional information to contain the
results of network analysis models, such as the value of the total
cost, or impedance, from an origin point to each node and the
next node ID or link ID on the optimum path. Link table
includes a link ID (start node ID and end node ID), value of the
cost function or impedance [Kurt, Li and Zhu 1995). Polygon
table includes area related information such as land use,
demographic profiles.

The next development effort is to develop code to process
above spatial data. Some spatial function are developed to
handle transportation specific information, such as defining
penalties and restriction, temporary barriers. Finally, the
function of the shortest path between any two points is
developed. It will be used frequently in a routing analysis. The
basic principle of Dijkstra’s algorithm [Balakrishnan 1995] 1s
employed in the development of the function of shortest path;
however, the algorithm must be modified skillfully to fit data
structure provided by the GIS environment, i.e., Mapinfo here.
The speed operating this function directly influences the speed of
operating the whole program for SRVCRTW.
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Figure 3-1. Development Structure of the
Software for SRVCRTW Algorithm

Structure of Input and Output Database

Input database includes Customer/Order Table and Crew Table.
Customer/Order Table may be characterized with the following
data: Customer I[D, Customer Address or Location (x, y
coordinates), Service/Work Type, Pnionty (if necessary), Time
Window (earliest and latest time), and Service Length
needed/estimated; The Crew Table consists of Crew ID, Crew
Address or Location (x, y coordinates), Break Time (begin and end
time) and its Length, Crew Duty (work type);

Output database includes Crew Routing Schedule Table and
Route Link Table. Crew Routing Schedule includes information
about all customers represented by Customer/Order ID,
arrangement of a service order with arnival and starting work time
at each customer, as well as Waiting Time, Work Type, Service
Length; Route Link Table consists of all links or street segments
the route goes through and information about route direction (e.g.,
where turn left or nght).

All elements in above tables correspond with and connect with
graphic objects on the street map of a study area. That means that
the map in fact store all information of input data and output data
after implementation of SRVCRTW algorithm, and some of them
can be visualized.

Functions of Software Developed for SRVCRTW

The software for SRVCRTW developed by author includes the
following functions:

® Single Vehicle/Crew Optimization Models
Routing with Hard Time Windows
Routing with Negotiable Time Windows

® Multi-Vehicle/Crew Models
Division-Duty Model

® (Create Network
Convert a street map into a Network

® [nput Data
Data linked to real-world street map in MapInfo format
Data with Debase format (no graphic objects)

® Modify Input
Update Customer/Order Input: add, delete & edit
Update Crew Input: add, delete and edit

® GIS functions (provided by MapInfo platform)
create, edit, manipulate, display and visualize data or
map including data graphing; query (select and SQL
select, etc)

In a GIS environment, it i1s with easy to manipulate and
display input and output data, especially to visualize output data
on a real-word street map. In addition, it is very convenient to
search for any information of any items (e.g., customer) of
interest by query/SQL query. GIS 1is characterized with
geocoding tabular database and graphic objects. Consequently,
users can read visualized routing solutions and tabular database
simultaneously, as illustrated as Figure 3-1.  For input data not
linked to real-world street map, if X and Y coordinates available,
this program also can produce graphic object on each customer’s
(X, y) location, as shown by Figure 3-2. This function was used

to test Solomon’s examples some results of which are shown in
Table 2-2.
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SUMMARIES AND CONCLUSIONS

This paper addresses the construction of effective heuristic-
optimization models for the Service-Request Vehicle/Crew
Routing with Time Windows (SRVCRTW) problem. First,
Hard-TW Model improves Solomon’s model in terms of
insertion criteria and defines the double-objective for
SRVCRTW problem. Impacts of contributing factors on route
solutions are discussed and a set of appropriate values for these
parameters are suggested based on tests carried out in a real case
study; Second, Negotiable-TW Model and Division-Duty Model
are proposed based on the demand of real-life service-request
problems. They are potentially useful and practical in route
scheduling targeted at maximum number of customers and multi-
route problem. Finally, also a very important contribution this
paper made to solve SRCTW problem is the development of a
software package. This package was already successfully
applied in a real project conducted in last summer. With the use
of good programming procedures and attention to related
database structure, excellent performance and functionality was
experienced.

What discussed in the paper is referring to the author’s initial
study in SRCTW problem. The author plans to make further in-
depth research in the future, including:

® Improving the optimum solution for single vehicle/crew route
by adding edge-exchange neighborhoods model. Heuristic-
based approaches has no guarantee to reach the real optimum
solution [Solomon 1987; Desrochers, etc 1988]. Edge-exchange
neighborhoods model has been proved to be one of ways to
improve Initial solution by heuristic-based models [Kindervater
1997].

® Develop multi-vehicle route model for single depot. Hard-
TW and Negotiable-TW Models can be used as sub-models or
sub-directories for multi-vehicle/crew problem. In fact,

Division-Duty deals with multi-vehicle route problem for multi-
depots.
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Abstract

Chloride and de-icing salt-related corrosion observed in conventional steel rebars
does not occur for fiber reinforced polymer (FRP) rebars. As a result, research interest
using FRP reinforcement for concrete has grown over the last few years. There are,
however, other issues that have to be addressed before use of FRP bars as an alternate to
steel rebars, for some structural applications, can become acceptable. One of the main
concerns while using FRP is it’s brittle nature of failure. Most FRP rebar act elastically
up to failure, without exhibiting any significant inelastic deformation. When used
compositely with concrete, another brittle material, there is very little warning, and
comparatively low energy absorption during failure.

Another relatively new technology in structural materials 1s fiber
reinforced concrete (FRC). FRC has been proven to improve the energy absorption
characteristics of concrete. Consequently, using FRC in conjunction with FRP is
expected to enhance the ductility of the FRP concrete structure. This premise was the
basis for the experimental program reported here.

Four beams were tested, two with polypropylene fibers and two without fibers, all
reinforced with FRP reinforcing bars. The results are also compared to those from the
previous tests of three steel reinforced concrete beams of similar dimensions. Differences
in the load-deflection response, cracking characteristics, energy absorption and failure are
discussed and compared. It is concluded that the addition of fibers enhances the ductility
of FRP reinforced beams and alters the failure mechanism by preventing bond-splitting
fracture.




I - Introduction

In the past few decades the deterioration of the nation’s infrastructure has
prompted the investigation of new technologies for certain structural applications. One
issue that is of great concern is the corrosion of reinforcing steel. Corrosion is a major
problem in concrete structural elements, especially in bridge decks and parking structures
where de-icing salts are used. One potential solution to this problem receiving research
attention, is the use of fiber reinforced polymers (FRP) instead of steel as reinforcement.

Fiber reinforced polymers consist of synthetic or organic high-strength fibers
impregnated with a resin matrix. The fibers, which have a high tensile strength and high
modulus of elasticity, are the load-bearing component in FRP. The resin is the bonding
material used to hold the fibers together, prevent shear between them, and to protect the
fibers against adverse chemical attack. While the fibers, like glass, may be vulnerable to
alkaline environments, the resin can be engineered so that FRP does not exhibit corrosion
of the same nature as steel.

For structural applications, however, the brittle failure of most FRP demands
attention. FRP acts elastically up to failure, exhibiting virtually no inelastic deformation.
Concrete also exhibits a brittle failure, and as a result the FRP reinforced concrete
element is generally brittle. FRP reinforced concrete beams absorb less energy during
failure than properly-designed steel reinforced concrete beams and do not provide as
much warning prior to failure.

Fiber reinforced concrete (FRC) is another relatively new structural material. It
has been proven that FRC can absorb more energy during failure than normal concrete.
As a result of this increased toughness, using fibers in the concrete mix is expected to
increase the ductility of the FRP reinforced concrete elements. The experimental
program described in this report was based on this 1dea.

Four beams were tested. Two beams contained polypropylene fibers in the
concrete mix and two were cast with normal concrete. All beams were reinforced with
FRP rebars. The performance of the beams tested was compared with that of three
similar beams reinforced with conventional steel reinforcement, tested by Ghazavy [1].
Parameters compared were the load-deflection response, cracking characteristics, energy
absorption and failure.
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II - Background Information

The addition of randomly distributed fibers to a concrete mix has been observed
to improve toughness, impact resistance and fatigue endurance of concrete by transferring
stress across cracks. Fiber reinforced concrete (FRC) also exhibits a more ductile failure
than concrete that 1s not reinforced with fibers. As a result it is expected that the failure
of an FRP-FRC structural element would be more ductile than one that contans only FRP
reinforcement.

A limited number of studies on the use of fiber reinforced concrete in conjunction
with FRP are available in publicized literature [2,3,4]. Nawy tested 20 beams using four
different reinforcement ratios [2]. For each reinforcement ratio, two beams with FRP and
normal concrete, one beam with FRP reinforcement using FRC, and one beam with steel
reinforcement in normal concrete were tested. The FRP bars utilized glass fibers,
however, no surface treatments or helical fiber wrap was mentioned. The fibers in the
concrete matrix were 31.8 mm long crimped round steel wire. The fibers were added at a
dosage of 1.25% by weight. No increase in ultimate load capacity was noted for the FRC
and FRP beams. No measure of energy absorption, or ductility was attempted. Nawy
noted in the article, however, that for the FRP with chopped wire in the concrete beam the
cracking pattern branched out more and was more jagged, suggesting that the chopped
wire was contributing to resisting the tension stresses.

In the study by Banthia et al. [3] four square slabs were tested. Three of the slabs
were reinforced with an FRP grid. The fourth slab was reinforced with steel rebar and
served as a control slab. Of the three FRP reinforced slab, one was made with normal
strength concrete, one with high strength concrete, and one with 28 mm long hooked end
steel fibers mixed in normal strength concrete. Center point deflection and ultimate load
experienced by the fiber reinforced slab were larger than the non fiber reinforced slab.
Banthia concludes from his study that the use of fiber reinforced concrete improves the
ultimate load-carrying capacity and the energy-absorption capability of slabs reinforced
with FRP grids. The fibers improve the strain capacity of the concrete and delay the
formation of large cracks, and thus assist the low-modulus FRP reinforcement in
achieving 1ts full potential.

Jeong and Naaman [4] tested five prestressed concrete beams prestressed with
carbon fiber composite cables. Two beams were under reinforced T-beams using CFCC
(carbon fiber composite cables), two were over reinforced rectangular beams using
CEFCC. One of the over reinforced rectangular beams contained fibers, and one of the T-
beams also contained nonprestressed steel reinforcement. The last beam was a T-beam
reinforced with steel strands. The fiber reinforced beam exhibited a much more ductile
behavior than that of the non fiber reinforced concrete beams. Jeong and Naaman
concluded from their study that the use of a fiber reinforced concrete matrix is a
successful method to improve structural ductility.

The present study 1s aimed at studying in detail the potential enhancement in

structural ductility that can be achieved through the incorporation of fibers, even while
using relatively brittle FRP rebars.




III - Experimental Program

The experimental program consisted of the casting and testing of four FRP
reinforced concrete beams. Two beams were cast with polypropylene fiber reinforced
concrete (FRC-FRP) while the other two beams were cast with normal unreinforced
concrete (FRP-normal). The two beams without fibers are referred to as FRP 1 and FRP
2. The two beams with fibers are referred to as FRP 3 and FRP 4.

All beams were reinforced with two number six E-Glass type FRP bars. The FRP
bars have a nominal diameter of 3/4” (19.05 mm), the diameter of a conventional number
six steel reinforcing bar. The actual diameters of the FRP bars tested were between 0.75”
(19.05 mm) and 0.825” (20.96 mm) due to the surface coating of sand. The FRP bars
were also wrapped helically with glass fibers to simulate deformed rebars and thus
enhance bond characteristics.

Four tensile tests were done on specially prepared number six E-Glass type FRP
bars that were supplied by the manufacturer, Hughes Brothers Inc. The average measured
tensile strength for the number six bars was 88,567 psi (610.7 MPa). The average
measured modulus of elasticity was 8.06 x 10° psi (55.6 GPa). The average measured
maximum elongation was 1.11%.

The concrete mix was designed to have a compressive strength of 5,000 psi (34.48
MPa). The beams were cured in a curing room for 28 days (98% RH, 70° F). The fibers
used were 52.5 mm long polypropylene meshes, manufactured by the FiberMesh Co. of
Chattanooga, TN. The fibers made up 0.437 % of the concrete mix by volume.
Polypropylene fibers were used in this study to maintain the magnetic transparency and
the non-conducting nature of the beams.

All beams were tested with a clear span of 48” (1.219 m) between supports and a
distance of 8” (203.2 mm) between load points in a four point bending setup. The a/d
ratio used was 2.5. The beams were tested on a 110 kip closed loop MTS machine. The
testing was controlled by the ram displacement. The dimensions of the beam are shown
in Figure 1.

An LVDT was set at the mid point of the beam and was supported by a metal
frame which rested on top of the concrete beam directly above the supports. This LVDT
measured the deflection of the mid point of the beam as referenced to the beam at the
supports. This deflection will be referred to as the net-deflection. A strain gage was
attached to the compression face of the concrete beams near the midpoint of the beam.
The load as measured by a load cell and the ram displacement was also recorded
throughout the test. The experimental setup is shown in Figure 2. The instrumentation
used during the test is also schematically illustrated in the inset of Figures 3 and 4. The
crack patterns were also recorded after the failure of each beam.
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[V - Results and Discussions

FRP 3 and FRP 4, which contained fibers, both sustained higher concrete
compressive strains than the non fiber reinforced beams. The FRC-FRP beams also
reached a higher load level before failure as can be seen in Table 1. The average ultimate
load for the FRP-normal beams was 18,750 Ibs (83.40 kN) while the average ultimate
load for the FRC-FRP beams was 22,550 (100.3 kN). This represents a 20.3% increase in
the ultimate load capacity of the beams.

The energy absorbed by the reinforced concrete beams during testing was
calculated at first crack and at a net-deflection of 0.20 inches (0.00508 mm), and
averaged for each series. The energy absorption results are shown in Table 2. The FRP-
normal beams absorbed 37 lb-in (4.2 N-m) and 2495 1b-in (281.9 N-m) respectively. The
FRC-FRP beams absorbed 34 Ib-in (3.8 N-m) and 2710 1b-in (306.2 N-m) respectively.
The steel reinforced beams absorbed 27 1b-in (3.1 N-m) and 2781 1b-in (314.2 N-m)
respectively. At a net-deflection of 0.20 inches (5.08 mm) the FRC-FRP beams exhibited
nearly the same amount of energy absorption as the steel reinforced beams, while
exceeding the energy absorption of the FRP-normal beams by 8%.

It should be mentioned, however, that while the behavior of FRP 3 and FRP 4
were quite similar under loading, the behavior of FRP 1 and FRP 2 were not. FRP 1
cracked at a much higher load, 7520 Ibs (33.5 kN), than the other three beams, 5810 1bs -
6150 lbs (25.8 kN - 27.4 kN). FRP 1 failed at an expected concrete compressive failure
strain of under 0.0035. FRP 2, on the other hand, sustained a concrete compressive strain
of almost 0.005. This failure strain is much larger than would be expected of normal
strength concrete.

Even with the high strain capacity of FRP 1, the average maximum concrete
compressive strain for the FRP-normal group was 0.0045 in/in. The average maximum
concrete compressive strain for the FRC-FRP group was 0.0058 in/in. This represents an
increase of 22% 1n the ultimate concrete compressive strain with the addition of fibers in
the concrete mix.

The beams with fibers also demonstrated several qualitative properties under
loading which were different than the non fiber reinforced beams. The failure of the
FRC-FRP beams were not explosive in nature like the failure experienced with the FRP-
normal reinforced beams. As can be seen in Figures 5 and 6 portions of FRP 1 and FRP
2 were dislodged, while FRP 3 and FRP 4 remained intact.

It can also be seen in Figures 5 and 6 that FRP 3 and FRP 4 sustained more cracks
and that those cracks exhibited more branching. The crack widths however, remained
smaller than those experienced by the FRP-normal beams. This branching and
distribution of cracks shows that the fibers are in fact bridging the cracks and transferring
the tensile load across the cracks.

The beams referred to as BNW 21, BNW 22 and BNW 23 in Figures 3 and 4 were
tested by Ghazavy [1]. BNW 21 - BNW 23 were steel reinforced beams of the same
dimensions as the FRP reinforced beams, except that the overall length was 56" (1.42 m)
instead of 53.25" (1.35 m). From Figure 4 it can be seen that all 7 beams reacted very
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similarly up until first crack. Until first crack the stiffness of the FRP reinforced beams 1s
lower than that of the steel reinforced beam. This is due to the low modulus of FRP rebar
which is about a quarter of that of steel rebar. The steel reinforced beams then go on to
display an ultimate load between that of the FRC-FRP beams and FRP-normal beams.
The major differences in the response of the steel reinforced sections versus the FRP
reinforced sections is the lower net deflections at ultimate and the residual strength after
ultimate. It should be noted, however, that all three steel reinforced beams failed by
diagonal tension in the shear zone.

Figure 3 shows that the concrete compressive strains at ultimate for the steel
reinforced beams were less than a quarter that of the FRP reinforced beams, again
highlighting the fact that the steel reinforced beams did not fail in flexure. This
demonstrates the difference in the expected failure modes of the two types of beams. For
the steel reinforced beams the steel is supposed to yield before the concrete crushes,
whereas the FRP reinforced beams were designed so that the FRP would not fracture
before some other type of failure occurred.

To complete a thorough investigation into the effects of fibers in FRP reinforced
concrete a greater number of specimens would need to be tested. A testing program
needs to be done which varies the type and percentage of fibers as well as the beam’s
reinforcement ratio. An in depth study of this sort would be capable of determining the
optimum FRP reinforcing ratio and optimum fiber content in the concrete mix.

In this study all of the FRP reinforced beams exhibited an ultimate failure related
to bond. It is evident that the characteristics of the bond between these FRP bars and
concrete needs further study.
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V - Conclusions

e There was a 20.3% increase in the load capacity of the beams with the inclusion of
polypropylene fibers in the concrete mix.

e The FRC-FRP beams exhibited 8% more energy absorption at a net-deflection of 0.20
in (5.08 mm) than the FRP-normal beams.

e The fiber reinforced concrete sustained 22% more concrete compressive strain than
the normal concrete.

e The failure of the FRC-FRP beams exhibited a much less explosive failure than the
FRP-normal beams.

e The FRC-FRP beams showed more cracking and more branching of cracks than the
FRP-normal beams.

VI - Acknowledgements

This experimental program was conducted under the direction of Dr. Vellore S.
Gopalaratnam. The author would like to thank Dr. Gopalaratnam for all his time and
guidance during the course of this study. Thanks go to Mr. Doug Gremmel of Hughes
Brothers Inc for supplying the FRP used in this study. The funding provided by Mid-
America-Transportation Center (MATC/UMC 97-2) to the author’s advisor was also
greatly appreciated.




VII - References

1. Ghazavy, Khorasgany. “Shear Failure of Normal and High Strength RC Beams.”
PhD Dissertation, University of Missouri - Columbia. December 1994

2. Nawy, Edward G. Neuwerth, Gary E. Phillips, Charles J. “Behavior of Fiber Glass
Reinforced Concrete Beams.” Journal of the Structural Division - ASCE Sept 1971 p
2203-2215.

3. Banthia, N. Al-Asaly, M. Ma, S. “Behavior of concrete slabs reinforced with fiber-
reinforced plastic grid.”_Journal of Materials in Civil Engineering. v 7 n 4 Nov 1995.
p 252-257.

4. Jeong, Sang-Mo Naaman, Antoine E. “Ductility of Concrete Beams Prestressed with

FRP Tendons” Restructuring - America and Beyond: Proceedings of Structures
Congress XIII ASCE. Boston, Massachusetts, April 2-5 1995. p 1466-14609.

TRB.doc Page 9




VIII - Tables and Figures

Energy Absorbed

At first crack Average at first At 5,= 0.20 in. Average at o, = 0.20

crack for group (5.08 mm) in. for group
Beam (Ib-in) | (N-m) | (Ib-in) | (N-m) (Ib-in) (N-m) (Ib-in) (N-m)

_ERP 51 5.8 2580 291.5

SEBELEEE BRI SRR b bbb sh d s St LELS SRS EELSEE SN st assinglicacrnrrrrrrnsrrnrrranrnrriflarrermrrsrrsanerasnrnnnus sa s s

EREN 20 | 0 37 4.1 2410 | 2723 | 2495 | 2819
_FRP3 1| 8 [ 37 2703 305.4

B L L R L aras e L L T PP PP SR ——————

T T R R R S T T R R B A R R B N R R

FRP 4 34 3.8 34 3.8 2717 307.0 2710 306.2
~ BNW 21 28 3.2 2838 320.6

e e B T B ] e

........................... T T I T erpesw' I —————— F—

e e B S S R B B B 8 - e e 0 B B B S B R B8 B S RS SR

" BNW 23 | 27 3.1 27 31 2327 262.9 2781 314.2

Table 1 — Tabulated values of energy absorption at first crack and at a net deflection of
0.20 inches (5.08 mm) for all beams.

First Crack Load| First Crack Net Maximum Load Maximum Net | Maximum
Deflection Deflection Strain
Beam | (Ibs) : (kN) (in) { (mm) (lbs) : (kN) (in) | (mm) (in/in)
_FRP1 [ 7520 33.45 [0.01027  0.2609 | 19800 = 88.07 | 0.2069 5.255 | 0.003383
FRP2 [ 5860 @ 26.07 |0.00654 @ 0.1661 | 17700 @ 78.73 | 0.2191  5.565 | 0.005525
FRP 3 6150 | 27.36 000576 : 0.1716 | 24200 107. 64 0. 2245 - 5.702 | 0.005599
FRP4 | 5810 | 25.84 | 0.00989 | 0.2511 | 20900 : 92.96 | 0.2120 : 5.385 | 0.005945
BNW 21 6152 27.36 | 0.00716 : 0.1819 | 19336 | 86.01 | 0.2741 . 6.962 | 0.000796
BNW 22| 6494  28.89 |0.00692 = 0.1758 | 19140 = 85.13 | 0.2051 | 5.210 | 0.001655

BNW 23 | 6104 : 27.15 [ 0.00811 : 0.2060 | 16504 : 73.41 | 0.2898  7.361 | 0.001221
Table 2 — Characterlstlcs of the 10.?:1(1111clr response for all beams.
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Figure 1 - Diagram of beam dimensions for beams FRP 1 — FRP 4. Beams BNW 21 —
BNW 23 had the same dimensions, except L=56" and steel reinforcement.
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Figure 2 — Picture of the experimental setup.
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Figure 3 — Comparison of the load vs concrete compressive strain response for FRP 1 —
FRP 4 and BNW 21 - BNW 23.
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Figure 4 — Comparison of the load vs net-deflection response for FRP 1 — FRP 4 and
BNW 21 - BNW 23.
FEREP A
Figure 5 — Picture of the four FRP reinforced beams after testing.
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Figure 6a — Crack pattern for FRP 1. Typical crack pattern for the FRP-normal series.
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Figure 6b — Crack Pattern for FRP 4. Typical crack pattern for the FRC-FRP series.
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ABSTRACT

Some of the lowa Department of Transportation (Iowa DOT) welded continuous steel
plate girder bridges have developed cracking in the negative moment regions at the web
gaps with diaphragm connection plates. A research program was initiated to investigate
the problem in bridges with X- and K-type diaphragms. This research included a
literature search to identify current retrofit methods and an experimental investigation of
the problem in X- and K-type diaphragm bridges. The research is still in progress and the
results, conclusions, and recommendations are thus preliminary.

Three retrofit techniques have been suggested: drilling holes, Increasing web gap
length, and providing rigid attachment. Drilling holes at the crack tip locations is the one
on which the lowa DOT relies primarily to prevent crack extension.

Three bridges with X-type diaphragms were tested. During the summers of 1996
and 1997, these bridges were instrumented using strain gages and displacement
transducers to obtain the response at various web gaps and diaphragm elements. Bridges
were subjected to truck loading in different lanes with speeds varying from crawl to 96
km/h (60 mph).

Due to a 222-kN (50-kips) truck, the maximum computed stress range was 50
mPa (7.25 ks1). The hole-drilling technique did not enhance the web gap behavior
provided that the holes were close to the connection plates. It is recommended to

continue careful inspection of web gap details even after drilling-hole retrofit method is

used.




Ayman Khalil 4

INTRODUCTION

A number of localized failures have developed in steel bridge components due to fatigue
during the past several decades. Some of these have resulted in brittle fracture. Out-of- I
|

plane distortions in small gaps at the diaphragm connection plates are the cause of the
largest category of cracking in bridges (1). The problem has developed in different types |
of bridges, including suspension bridges, girder floor beam bridges, multiple girder
bridges, tied arch bridges, and box girder bridges.

Figure 1 shows a schematic of the out-of-plane distortion at the end of transverse
connection plates (stiffeners) in plate girder bridges with X-type diaphragms. Under
typical vehicle loading, differential vertical deflection of adjacent girders causes forces to
develop in the diaphragm elements, which cause the out-of-plane loading on the girder
web (Detail A). Without the stiffener attachment to the top flange and with the top flange
rigidly connected to the bridge deck, these forces pass through girder web causing out-of-
plane distortion and, hence, bending of the web gap immediately adjacent to the top
flange (Detail B). In the negative moment regions, high cyclic stresses due to this
distortion cause cracking in the web gap region typically parallel to the longitudinal
tensile stresses (2).

Diaphragms serve several functions including: (1) transferring lateral wind load
from the bottom of girders to the deck slab and from the deck slab to the support system,
(2) providing stability of the top compression flange in positive moment regions during

construction, providing stability of the bottom compression flange under various types of

loads, (3) distributing vertical loads among girders, (4) providing transverse integrity in
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cases of extreme events (bridge being hit by a passing vehicle or vessel) and (5) providing
stability for the top flange during deck replacement.

The scope of the investigation included: (1) studying the cracking problems
occurring at the diaphragm/plate girder connections in negative moment regions of
continuous plate girder bridges, and (2) identifying existing methods of crack
preventation, and testing three bridges with X-type diaphragms to evaluate the general
deformational behavior of different web gap configurations (with or without diaphragm,

at exterior or interior girders, at negative or positive moment regions, with or without

cracks).

2. OUT-OF-PLANE DISTORTION AND RETROFIT METHODS

Fisher et al. (3,4) investigated causes of, and possible retrofit techniques for, distortion-
induced cracking of steel girder bridges with web gaps. The field measurements
indicated that most distortion-induced fatigue cracking develops in the web gap regions.
Usually, cracking occurs within the first 10 years of service. However, some extreme
cases reported cracking due to wind induced vibration before the bridge opened. The

authors predicted that crack propagation rate might decrease as it grows. Different

| retrofit procedures for the connection plates were examined through laboratory testing.

Drilling holes at the crack tip has been successfully used in many different

applications to arrest fatigue cracks. As suggested by the authors (3.4), this technique

' should be used alone or with any other method to minimize crack extension. The method

can not be used to prevent crack initiation. Hole-drilling method may be satisfactory




Ayman Khalil 6

alone if the crack has propagated into lower stress regions.

Another retrofit technique depends on increasing the web gap length to increase
the flexibility of the connection anticipating that would reduce the bending stresses in the
web plate. Adopting this technique may cause greater distortion at the connection and
was not successful in preventing crack initiation in some cases.

Field tests have shown that providing positive attachment is the most effective.
Current AASHTO Specifications (5) require a positive attachment between transverse
connection plates for the diaphragms and both girder flanges. For many in-service
bridges, however, the connection plates are welded only to the web and the compression
flange as bridge specifications, at the time these bridges were constructed, discouraged
welding of connection plates to the tension flange. For existing bridges, attaching the
stiffener to the top flange involves an overhead field weld, which can be adversely
affected if traffic continues during welding. As a result, this method is seldom used for
existing bridges.

The above methods are destructive in nature. The Iowa DOT has proposed a new
nondestructive method to prevent cracking due to the out-of-plane distortion at

diaphragm/plate girder connections; the method is still under investigation.

3. DESCRIPTION OF BRIDGES

The experimental phase of the study involved testing three bridges with X-type

diaphragms. Each bridge has a reinforced concrete deck slab with composite construction

between the girders and the deck slab. In the negative moment regions, the stiffeners are
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welded to the bottom (compression) flanges and the webs; whereas, they are closely fitted
to the tension flanges.

The Boone River Bridge is located approximately 2 km (1.25 miles) south of U.S.
20 on lowa Highway 17 (IA 17) in Hamilton County. It carries the north and southbound
traffic over the Boone River. In Figure 2(a, b, c), an overall view for the bridge as well as
schematic drawings for the bridge are shown. The bridge was constructed in 1972. The
203 m (8 in.) reinforced concrete deck slab is supported on five plate girders of spans
29.72, 38.10, 29.72 m (97.5, 125, and 97.5 ft), respectively. At intermediate locations, X-
type cross frame diaphragms brace girder webs at approximately 6.10-m (20-ft) intervals.
This bridge had no recorded history of fatigue cracking.

The Des Moines River Bridge carries lowa Highway 210 (IA 210) over the Des
Moines River to the west of Madrid in Boone County. The bridge was opened to traffic
in 1973. It has five continuous spans; the exterior spans are 53.64 m (176 ft) each and the
interior spans are 67.06 m (220 ft) each. An overall view and schematic drawings are
presented in Figure 3(a, b, ¢). The bridge is skewed 29° with four piers and two
abutments. Between supports, the girders are braced using X-type cross frames at spacing
of 6.71 m (22 ft). No fatigue cracking has been reported in the Des Moines River Bridge.

The I-80 Bridge No. 7804.080L is located in Pottawattamie County (Iowa), 5.92
km (3.7 miles) west of the junction of Interstate 80 (I-80) with U.S. 6 road. It carries the
westbound traffic of I-80 over an abandoned railroad (Figure 4(a)). The bridge has three

spans of 27.89, 35.66, and 27.89 m (91.5, 117, 91.5 ft), respectively (Figure 4(b)). The

superstructure 1s skewed 30° with its supporting two piers and two stub reinforced
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concrete abutments. Between the supports, girders are braced using X-type diaphragms at
an approximate spacing of 6.71 m (22 ft). F atigue cracks have been detected in the web
gap region at nine locations (see F igure 4(b), Figure 5). Asa retrofit, holes were drilled:
however, the cracks extended beyond the drilled holes in some of these locations. Crack

extensions were treated by drilling holes at the new crack tip locations.

4. TEST PROCEDURE, LOADING, AND INSTRUMENTATION

The ITowa DOT provided two loa<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>