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PREFACE 

During the six years since Monograph 6 was issued 
(Computer Programs for Location- Allocation Problems), the 
faculty and students of the Department ot Geography have 
conducted much research on solving facility location prob­
lems. Some of this work was basic research on how to solve 
problems more efficiently, or on how to solve large problems 
at all . This work led to a complete recoding of the origi­
nal ALLOC program (Chapter 9 in Monograph 6) , and to the 
development of new heuristic algorithms. Some of the 
research also involved applying facility location models to 
situations faced by public agencies in the State of Iowa. 
This work led to the development of new strategies for 
solving very large problems, to another complete recoding of 
the ALLOC program, to the development of another algorithm, 
and to the incorporation of new features into the program to 
make it more useful for analyzing facility location problems. 

The computer programs that resulted from this research 
are substantially more efficient, substantially more flexi­
ble, and substantially more powerful than the original 
ALLOC program, and it js for this reason that we have decided 
to make them available . The programs described in this 
monograph have the following advantages over ALLOC: ( 1) 
they permit the solution of problems involving larger num­
bers of nodes--up to 500 nodes for ALLOC IV and ALLOC V, 
and up to 3 , 000 nodes for ALLOC VI ; (2) they require less 
computer time; (3) they are more flexible to use , particu­
larly when working with maximum distance constraints; (4) 
they contain additional algorithms; and (5) the program 
codes for ALLOC IV and ALLOC V are easier to modify when 
a special analysis requires changes to the program. 

The monograph describes six computer programs. Three 
of the programs, ALLOC IV, ALLOC V, and ALLOC VI, contain 
heuristic algorithms for solving p-median problems. ALLOC 
IV and ALLOC V can solve moderate- sized problems, involving 
up to several hundred locations. ALLOC VI uses special 
methods of storing and manipulating data to solve much 
larger problems , involving up to several thousand locations . 
As did the original ALLOC program, these three programs com­
bine more than one algorithm. This approcach increases the 
user ' s access to individual algorithms , and it makes it 
easier to select or combine different algorithms to meet the 
needs of specific analyses . 
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The remaining three programs prepare data for use by 
the three ALLOC programs. DISTANCE computes distances be­
tween locations given by coordinates, for use by ALLOC IV 
and ALLOC V. UNRAVEL takes distance information computed 
by DISTANCE (or by the shortest path algorithm, SPA, des­
cribed in Chapter VIII of Monograph Number 6), and reorgani­
zes it for use by ALLOC VI. If the problem to be solved is 
very large, further reorganization of the data may be 
necessary, and the program RETRENCH takes the distances from 
UNRAVEL and performs the needed operations on them. 

A maJor effort has been made to keep the programs com­
patible with each other. Thus, the three ALLOC programs 
use similar data and can be discussed using similar concepts 
and terminology. Existing data that has been used with the 
original ALLOC program can be used with ALLOC IV or ALLOC V, 
and UNRAVEL can convert it to a form that ALLOC VI can use . 
Collectively, the programs in this monograph form the begin­
ning of a general, integrated system of computer programs 
for location-allocation analysis. 

Organization 

The first portion of the monograph discusses the range 
of applications of the ALLOC programs and their general fea­
tures. Thus, Chapter I describes the p-median problem, the 
data needed for solving it, some of the ways that it can be 
used to analyze other location problems, and the ways that 
some of the features of the ALLOC programs may be used to 
solve it . Chapter I also includes directions for using the 
simple program DISTANCE to compute distance information for 
ALLOC IV and ALLOC V . 

Chapter II describes the heuristic algorithms available 
in the ALLOC programs. Two of the algorithms have never 
been described in the published literature. One of these 
was designed to solve large p-median problems while using 
the normal ~ethod for storing distance data, as in the 
original ALLOC program and in ALLOC IV and ALLOC V. The 
second was designed to solve a multiobjective location 
planning problem. Both of these algorithms were developed 
by Gerard Rushton and Edward Hillsman at The University of 
Iowa, in 1973 and 1975 respectively. The second chapter 
also discusses the use and limitations of the different al­
gorithms, and it presents computation times and storage re­
quirements for the ALLOC programs. 

The second portion of the monograph gives directions 
for preparing data for the ALLOC programs. Chapter III does 
this for ALLOC IV and ALLOC V. Chapter IV describes the 
data structure, or method of organizing distance data, that 
ALLOC VI uses, and it describes how to use the simple 
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program UNRAVEL to put data into this form. Chapter IV also 
discusses the differences between ALLOC VI and the other 
ALLOC proqrarns. Chapter V contains specific directions for 
preparing other input data required by ALLOC VI. Finally, 
Chapter VI gives directions for using the program RETRENCH 
to prepare data so that ALLOC VI can solve very large prob­
lems . 

Conventions 

In the interest of brevity, the monoqraph uses several 
conventions. First, with the exception of the discussion of 
execution times in Chapter II, everything written about 
ALLOC Vin the monograph applies equally to ALLOC IV . The 
two programs require identical input data, use virtually 
identical amounts of core storage , and give identical an­
swers . ALLOC V requires substantially less computer time 
than ALLOC IV and is, therefore, generally to be preferred. 
Greater speed required greater complexity in the program 
code, however, and this makes ALLOC V difficult to modify 
for special analyses (e . g., Meneley, 1973). For this rea­
son, both programs are presented here, but the discussion 
will refer only to ALLOC V. 

Second , the discussion will refer to punched card in­
put as a matter of convenience. The ALLOC programs are 
able to read much of their input data from other storage 
media such as tapes and disks, however, and the sections 
on preparing the input data indicate how to supply data 
from these media. 

Third, the main body of the monograph refers only to 
the p-median problem, with and without maximum distance 
constraints, as the type of location problem that the ALLOC 
programs can solve. This convention greatly understates the 
power of the programs as tools of locational analysis. Re­
cent work by Church (1974), Church and Revelle (1976), and 
Hillsman (1979) has shown that many location-allocation 
problems can be solved as though they were p-median prob­
lems. Thus, the ability to solve a p-median problem im­
plies the ability to solve these other problems as well. 

Although the use of the p-median problem as a tool for 
solving other problems is an important development , the 
monograph considers it only within an appendix. It has 
been written this way for two reasons. First, with few 
exceptions- -notably the p-median problem with maximum dis­
tance constraints--the recognition that the ALLOC programs 
could solve other location-allocation problems came after 
most of the program codes had been written: ALLOC IV and 
ALLOC V were substantially complete by the summer of 1974, 
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and ALLOC VI was substantially complete a year later. Al­
though the programs can solve other location-allocation 
problems asp-median problems, they are less flexible in 
this regard than they are for the p-median. Second, most of 
the research on solving other problems asp-median problems 
remains in unpublished dissertations. It will therefore be 
unfamiliar to most users, and particularly to those outside 
of academia. 

To deal with the awkwardness or the unfamiliarity in 
the main body of the monograph would make it unwieldy. 
Accordingly, directions for using the programs to solve 
problems other than the p-median, and directions for inter­
preting the output of the program in these cases, have been 
placed in an appendix. The appendix provides only a brief 
introduction to the topic, however, and analysts interested 
in greater detail should consult the original research 
sources cited above . It is anticipated that the results of 
that reserach will be published, that the programs will be 
modified to be more flexible, and that a revised monograph 
will be issed within a few years . 

Program Listings 

Persons familiar with Monograph Number 6 will notice 
that this monograph does not contain listings of the compu­
ter programs. The monograph has been written as an intro­
duction and guide fnr the general user of the programs, and 
most users have little or no need for program listings in 
their day-to-day work. Moreover, the listings run in excess 
of 100 paqes and :ncluding them would require a noticeable 
increase in the cost of the monograph. It has therefore 
seemed desirable to omit the listings, with their associated 
costs, and to let persons who want listings request them at 
cost by writing to the address inside the front cover. Per­
sons who have purchased the tape that contains the programs 
will be able to make their own listinqs as they desire. 

Disclaimer 

Although the programs described in this monograph have 
been tested and used by many people at The University of 
Iowa and elsewhere, no warranty, expressed or implied, is 
made by The University of Iowa or the author as to the 
accuracy and functioning of the programs and related pro­
grams and the related program descriptions; no responsi­
bility is assumed in connection therewith. 
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CHAPTER I 

CONCEPTS A~D TERMINOLOGY FOR THE ALLOC PROGRAMS 

This chaptc~ describes the purpose of the ALLOC p r o­
grams, the types of input data they require, and the use of 
some of the program features. 

Purpose of Programs 

The p-median or central facilities location problem 
(Revelle and Swain, 1970) is to find locations from wh i ch to 
serve members of a population , so that the average dis t ance 
(or, equivalently , the total or aggregate distance) traveled 
by the population to its nearest center is as sma l l as 
possible. The population to be served is assumed to occur 
at the vertices or nodes of a network . Distances are meas­
ured along the network, and the service centers are to be 
located somewhere on the network . 

Hakimi (1964) proved that an optimum solution to the 
p-median problem can be found by locating all service cen­
ters at the nodes of the network. Most algorithms for 
solving the p-median problem rely upon this proof , and 
examine only the nodes when seeking locations for the cen­
ters . Equally good solutions may be found, occasionally , 
by locating centers on the links of the network. These 
equally good solutions are rare and most algorithms , in­
cluding those in the ALLOC programs, make no effort to find 
them . 

The ALLOC programs use heuristic algorithms to solve 
the p-median p r oblem . These algorithms may obtain very 
good solutions to the problem , but their solutions are not 
necessarily the best possible, or optimum, solutions to 
the problem. The algorithms of Teitz and Bart (1968) and 
of Hillsman and Rushton frequently find the optimum solu­
tion for small problems , however. Chapter II will compare 
the performance of these algorithms with that of the Maran­
zana algorithm, and suggest some things to consider when 
choosing an algorithm to solve a specific problem. 

The ALLOC programs also accept certain variations in 
the standard form of the p- median problem, to widen the 
applicability of the problem as a tool for locational 
analysis . The programs will accept location constraints to 
force centers to locate at or avoid specific nodes on the 
network . Maximum distance constraints may be imposed on a 
problem, to ensure that every node is within a specified 
distance of its nearest center. 
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ALLOC v and ALIDC VI each hove some featur 
in the other program. AI. ... OC V can be made to con 
spatial hierarchies automatically, with centers 
levels of the hierarchy chosen from amonq the ce 1 h 
lower levels. The program w111 accept a partial, · tan 
lar distance matrix to reduce computer storage for moderate­
sized problems (150-500 nodes). ALLOC V contains the algo­
rithm of Mar anzana (1964). ALLOC VI lacks the Mar..:inzana al­
gorithm , but it contains an algorithm to add centers to a 
p-mcdian solution. This algorithm is equivalent to the greedy 
,'ldding heuristic of Church and Revel le (1976) or the delta 
method of Khumawala (1973) . ALLOC VI also contains an un­
published algorithm to trade off the average distance meas­
ured in the p-median model against an index of characteris­
tics of the nodes that have centers. This ?ermits the 
selection of locations th.:it are both accessible and suitable 
for centers in other ways. ALLOC VI can fix cent r t 
designated locations during an entire analysis, 1 
also provide punched or other rnachine-readahlc t. 
VI uses a special method of storing data that u ) 
both computer storage anrl execution time from h 
by ALLOC V. This has permitted ALLOC VI to be 
analyses containing as many as 2990 nodes. 

Types of Data Needed 

The following paragraphs describe the data base re­
quired for solving the p-median problem, and some of the 
features of the ALLOC programs that may be used to analyze 
it. The discussion will emphasize features common to all of 
the ALI.QC programs, although occ.:isional mention will be made 
of features specific to one program or another. Spe i~1c 
program features, .ind the directions for implementin th 
common features, will be discussed in oreater detail n 
later chapters. 

The p-Median Data Base 

The ALLOC programs require n data base containLnq a 
list of nodes and a matrix of coefficients. For p-median 
p1oblcms, the programs will compute the coefficients using a 
matrix of distances me"surcd between the nodes, and the 
populations of the nodes. For other types of problems, d.1s­
cussed in Appendix A, the programs read the complete set of 
coefficients and analyze it without further computation. 

The number of nodes in the data base may be denoted by 
N for convenience. The data base for an N-node, p-median 
problem may be represented in the form shown in Figure I-la. 
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List of Nodes 

The list of o des consists of a list of N i dent i fica ­
tion (ID) number, representing nodes to be served by 
se~vice centers. Each node must have a unique ID number, 
an each ID numb~r must be qreater than zero and less than 
100,000 (10,000,000 for ALLOC VI). Otherwise , the nodes 
may be numbered r bitrarily in any fashion. Node ID numbers 
are used to lin}: information to the rest of the data base , 
an1 to interpret the solutions top-median problems . For 
ease of interpreting solutions , it is recommended but not 
required that node ID numbers be placed in the list i n 
ascending order and, where possible, grouped by regions . 
For example, all nodes in one county or state migh t be 
numbered from 1-99, those in another from 100-199, and so 
forth. 

Distance Matrix 

Distances between nodes are recorded in a square matrix 
of N rows and N columns . 1 Each row of the matrix corresponds 
to one of the N nodes to be served, and each column of t h e 
matrix corresponds t o a potential center location , or candi­
date node. The columns of the matrix must appear in the 
same order as the rows. 

Distances between the nodes may be measured in a 
variety of ways . The p-median problem was stated originally 
in terms of a network, and distances obviously can be 
measured along the shortest paths between nodes of the net­
work. Ostresh (1973) has described a shortest path algo­
rithm, SPA, that can be used for this purpose . Road dis­
tances are often approximated adequately by straight- line 
(Euclidean) or by city- block (Manhattan) measurements , 
however. The program DISTANCE, described at the end of t his 
chapter, can compute distances in either of these ways . 
Transportation costs or travel times may also be used 
instead of direct distance measures . It will be convenient 
simply to refer to distances . 

The ALLOC programs place three restrictions on the 
distance matrix. First, all distances used in the programs 
must be punched as integers . Decimal fractions may be 
used by ptmching them without the decimal point, provided 
that the ~esulting integers are in constant units. Second , 
the prograris can use very large distances in their calcula­
tions, subject to a limit described in the section Oil node 
populations below . Several parts of the programs cannot 
print distances greater than 99,999, however. If an 

1 ALLOC VI stores distances in a form markedly differ­
ent from a matrix , but the form is easily derived from a 
matrix . For now it will be convenient to assume t hat ALLOC 
VI uses a matrix . 
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ana lysi s req ~s the use nf larger rlistances but does not 
r eq i i re th t t 'Y be printed, then the ALLOC programs may 
st i l l be f u Thirrl, Lhe minimum element in each row 
of t he d i st~n· matrix (or of a complete coefficient matrix) 
Must fall on the principal diagonal of the matrix. If it 
doc s not , t h~ program may compute aggregate distance 
incorrectly 1 give invalid results. 2 The responsibility 
for meeting t his requirement rests entirely with the user 
of the programs. This requirement should not be a problem 
unless the programs are userl to solve location-allocation 
problems other than the p-median, as discussed in Appendix 
A. 

Distances need not be symmetrical between nodes . One­
way streets and intermediate stopping or shipping points 
often introduce directional differences in the distances 
between two nodes. If the distances are asymmetrical about 
the diagonal of the matrix, then the placement of the dis­
tances in the matrix rows and columns must reflect the 
direction o f movement when a center provides service to the 
population. When the important distance is the one that the 
population must travel to reach the center, as it would be 
if the population were to walk to the center, ~1en each row 
of the matrix should contain the distances from a particu­
lar node to each of the candidates (Figure I-2b). If the 
distance to be traveled by the service center staff to the 
population is more important, as it would be for ambulance 
or fire stations, then each row of the matrix should contain 
the distances to be traveled to a particular node from each 
of the candidate nodes (Figure I-2c). If total round-trip 
distances from node to center and back are more important , 
then the distance matrix should be symmetrical, and it 
should contain the round-trip distance between each pair of 
nodes (Figure I-2d) . 

When working with a moderate or large number of nodes, 
it ma y be desirable to use l e ss than a full, square distance 
matr i x t o reduce core storage requirements. In the standard 
form o f the p-median problem (Figure I-la), each node to be 
served is also a potential cente r location. In many large 
probl eMs, however, some of the nodes to be served would 
make poor candidates for centers. For example, in rural 
areas it may be unre a listic t o locate some types of service 
centers i n towns wi t h fewer t han 500 inhabitants, even 
though s e veral centers in s uch locations might greatly 
reduce average distance for the region as a whole. In 
urban areas, zoning restrictions or the need for access to 
arterial streets may restrict candidates to a small number 
of the nodes that require service . The use of a full , 
square distance matrix in these cases would require the 

2 If the minimum value in a row falls on the diagonal 
but is not unique, the programs will compute aggregate dis­
tance correctly, but some centers may not serve the nodes 
where they are located . These errors do not affect the 
analysis and they may be corrected manually . 
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~~pt t ore a large amount of information that would 
never b s , since the proqrarns need only the distances 
between ' ., node .1nd ec1.ch ct1ndidate. WhL~n a node is deemed 
t be nsu1t ble as a candidate, its column of the matr1x 
May bL cl d, and the remaininq matrix may be compressed 
i to a rect 1ular torm (Figure I-lb). The ALLOC programs 
c.:in work with a rectangular matrlx of this form as long as 
each column of the m,1trix corresponds to one of the matrix 
rows. 

Populations 

The populations or weights of the network nodes are 
recorded in a list or vector corresponding to the list of 
node ID numbers and the rows of the distance matrix (Figure 
I-1) . The general form of the p-median problem permits each 
node to have a different population, and the input data for 
the ALLOC programs will nonnally contain a deck of node ID 
numbers and populations. The proqram uses the node ID num­
bers to match each population to the prope1 node, and the 
cards in the population deck thus may be in any order . The 
proqrams will arrange them into the form shown in Figure I-1 . 

The ALLOC programs have an option to qive each node the 
same population without preparing th0 full population deck . 
This feature is useful for solving some standard test prob­
lems that assume euual populations (Jarvinen et al . , 1972) 
or that qive only the weighted distancP matrix (ReVelle and 
swain, 1970). This feature is also useful for solving other 
location-allocation problems asp-median problems, as dis­
cussed in Appendix A. In computing coefficients, the ALLOC 
programs weiqht the distance matrix by multiplyinq the dis­
tances in each row of the matrix by the population of the 
node to which the row corresponds . 

Althouqh the discussion here has usPd the term "popu­
lation," the nodes Play be given other attributes for the 
p-~edian problem. For example, Schillinq et al . (1976) have 
used property values, and Kohler and Rushton (1977) have 
used planned expend 1 tu res for hiqhway construct ion . 

The weightino operation places an upper limit on the 
size of population that the ALLOC projrams can accept . 1£ 
the product of N (the n~~ber of nodes) and the largest 
weighted distance from the weighting operation exceeds 
2,147,483,647,4 the algorithms may fail to find an answer 
and may fail to stop. In the vent that. the data would 

3The limit in ALLOC VI involves a value that is usual l y 
smaller than N. This will be explained in more detail i n t he 
section on ALLOC VI. 

4This number is machine dependent and may be larger o r 
smaller on machines than the IBM 360/6 5 on which the p r ogr ams 
were developed . 7 



exceed this limit, the limit may be me t by d i vidino Pich 
population by some constant val ue, s uc h as 10 or 100, be­
fore using it in the program. This scalinq of the popula­
tions may introduce a small amount o f r o und in g e rror , b ut it 
will not otherwise affect the answers o btaine d with the pro­
grams . 

Hakimi's theorem (1964) assumes that every intersectio n 
in the network of a p-median is a candidate t o receive a 
center , even if some o f these intersections o r nodes have no 
population. Many analyses ignore these ass umptions, leg iti­
mately, by stating that an a c cepta bl e sol u tio n must have all 
centers at nodes with populations. On occ asion, however, 
it may be desirable to use nodes without popula tions in the 
data base of an analysis . For example, highway in t er sec­
tions near urbanizing areas may be considered in anticipa­
tion of future growth . Alternatively, as Church and .Mr:•<ldows 
(1977) have shown, adding selected nodes t o a problem with 

maximum distance constraints may make it possible to find 
better solutions to the problem . The ALLOC programs will 
accept such "dummy " candidate nodes as l ong .is they also 
appear as rows in the distance matrix and a s long as they 
appear 1.n the populationdeckfor the data bac;e. Analyses 
involving "dummy'' nodes must be interpreted with greater 
care than other analyses , however, because zeroes in the 
population deck affect the ability of some a l qorithms to 
solve the problem . The chapter on algorithms a nd algorithm 
choice wil l consider the effect of "dummy" nodes in greater 
detail . 

Defining and Solvi ng a p - Median Probl eM 

After an ALLOC program has read a p - median datd base, 
it will accept definitions for as many as 100 p-med1.an 
problems on a single run of the program . Some informat ion, 
such as the number of centers in the problem, must be pro­
vided as a part of every problem definition. Other infor­
mation, such as the form of printed output or the use of 
locati on or maximum distance constraints , is optional. 

Required Information 

A problem definit ion must include the number of cen­
ers in the problem. In addition, the problem definition 
must contain a list of centers that the heuristic algo­
rithms can move around or add to . Centers are listed by 
the ID numbers of the candidate nodes where they are l o ca­
ted, and the list may be in any order. This list will be 
referred t o as a star ting solution . 
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A probl •rp '31. i nition will also normally (:nntain the 
c h ice of n al i thm to solve the problem . If no algo­
rithm is spe~if1 i in the definition, the proqram will 
assign each node to its nearest center , compute and print 
inforwation ab the starting solution, and proceed to the 
next problem without trying to improve the solution. 

Location Constraints 

In defining a problem it may be necessary to take 
account of existing centers , force them into a solution, and 
locate additional centers around them . In other cases it 
may be desirable to prevent centers from locating at certain 
candidate nodes. The ALLOC programs permit a problem defi­
nition to contain location constraints on candidate nodes to 
enforce either or both of these requirements for a prob­
lem. The definition of a oroblem may constrain 
as many candidate nodes into or out of solution as neces­
sary. Each problem can use a new set of location con­
straints, or the programs can be made to repeat a set of 
constraints automatically through consecutive problem defi­
nitions. This last feature is useful when locating different 
numbers of centers around a set of existing centers. 

Location constraints may also be used to force the 
construction of spatial hierarchies, either starting with 
the lowest level and working up or starting at the highest 
level and working down. For example, after locating the 
centers in the lowest level, the analyst may impose location 
constraints to prevent the algorithm from placing centers 
anywhere exce pt at candidate nodes with lower level centers. 
A second level of centers, fewer in number, could then be 
located . The second level could be used to define the 
eligible candidates for a third level, and so forth . To 
work from the top down, constraints may be used to force the 
centers located at higher levels of the hierarchy to remain 
in the solutions for lower levels. The top-down approach 
usually qives a different pattern of centers in the hierarchy 
than does the bottom-up approach. ALLOC v permits the auto­
mated development of hierarchies from the bottom up, but 
both programs can be used to develop hierarchies, fromeither 
direction, with multiple runs of the programs . 

Setting a location constraint, in and of itself, does 
not ensure that the final solution will meet it. To force 
a center to locate at a particular candidate node , a con­
~traint must be set for that candidate and the starting 
solution for the problem must also contain a center at the 
candidate . To prevent a center from locating at a candi­
date, the constraint must be set for the candidate and the 
candidate must not appear in the starting solution . 
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Maximum Distance Constraints 

Maximum distance c onstraints may be 11se d f r hr 
ferent purposes in an analysis. The most d irect >f these. 
to ensure that every node is within some soec ified d istance 
of its nearest center. Such a c onstraint is commo n in plan­
ning locations for fire stations or ambulanc es, and it miqht 
be desirable when the population is going t o walk to the 
service centers, as in the case of public schools or bus 
stops. Because increasing distance is frequentlyconsidered 
a disadvantage, a maximum distance constraint limits the 
level of disadvantage incurred by any member o f the popula­
tion. 

A second use of maximum distance constraints is to 
solve the minimax location problem, or to mini mi~~ h> 
longest distance that any member of the populat1 st 
travel to reach one of the centers. The minim ix pr bl m 
may be solved by solving a p-median problem fi rst, i pc sin; 
a maximum distance constraint on the solutio n, s lv1n1 the 
problem again to meet the maximum distance c on tr11nt, , -
posing a tighter constraint or shorter maxim~ 1st an E.•, 
and repeatinq the sequence until a solution f ls to Met 
the most recent constraint . Although this can be iM•­
consuming procedure, it is much more effecti v th1n t e 
minimax algorithm used in the earlier ALLOC progr a m usht n 
and Kohler, 1973). A problem definition in the ALLOC pro ­
grams may specify a series of successively tighter maximum 
distance constraints to carry out this procedure automati­
cally . 

A third use of maximum distance constraints is t try 
to improve the solution obtained by one of the alqor1thms . 
l'1hen a heuristic algorithm finds a good, nearly optim 
solution to a p-median problem, it is occasionally poss ible 
to improve the solution by finding the longest distan e 
traveled from any node to its nearest center, imposing a 
maximum distance constraint just less than this distance, 
and then solving the problem again under the new cons traint. 
A problem definition may request the program to compute and 
impose such a constraint after finding a solution, to try 
to "bump" a good solution into the optimum one. This pro­
cedure may fail to improve a solution that is not the opti­
mum. Whether it improves the solution or not, the proce­
dure is still a heuristic one, and nothing should be con­
cluded about the optimality of the solution . 

The ALLOC programs discussed here are able to define 
and solve several problems with maximum distance con­
straints during a single run of the program . This is an 
improvement over the original ALLOC program (Rushton and 
Kohler, 1973), which could only work with one such problem 
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dur in 1 a r n . n a maximum distance constraint is imposed 
on a probl , , 1 o f the ALLOC proqrams search the weighted 
dist \nee M tr.ix, i dentify distances longer than the maximum 
distclnce, ind r l ace these distances with a very larqe num­
ber. This fore , the algorithms to meet the maximum dis­
tance constraint (Rushton and Kohler , 1973), but it also 
removes the original values from the weiqhted distance 
matrix. The original ALLOC program had no way of recovering 
these values at the end of the problem . The ALLOC programs 
in this monoqraphcan recover the original values , but only 
at the end of a problem, not in the midst of one . For this 
reason, when a problem definition imposes several maximum 
distance constraints the constraints must be imposed in 
decreasing length, e.g., 70km, 68km, 67km, etc. This per­
mits smaller values to be removed from the weighted matrix 
after the larger constraints have been imposed. Imposing 
the smaller values first would require the programs to re ­
cover lost information before imposing the larger ones, and 
the programs lack this ability . 

When a problem definition contains several maximum 
distance constraints , the ALLOC programs check the final 
solution for each constraint to determine whether it meets 
the next distance to be imposed . Thus, if no node is more 
than 68km from its nearest center when a constraint of 70km 
is imposed, the solution would also meet constraints of 
69km or 68km. This feature can save large amounts of com­
puter time. The earlier ALLOC program of Rushton and Kohler 
(1973) did not check solutions in this fashion before im­
posing new constraints . 

The use of maximum distance constraints in a problem 
definition has two ramifications for the problem being 
analyzed. First, Hakimi ' s theorem (1964) does not hold 
when a problem must meet a maximum distance constraint, 
and an optimum solution will almost always require centers 
to be located on the links of the network rather than just 
at the nodes . Many analyses may avoid this difficulty by 
defining an acceptable solution as one with all centers at 
network nodes . Alternatively, Church and Meadows (1977) 
indicate that they have developed a method of generating 
additional nodes on the network links so that an optimum 
solution to the original problem may be found by locating 
centers at the new and original nodes . Either approach 
permits the use of conventional p-median algorithms to 
solve a problem with maximum distance constraints . 

The second effect of maximum distance constraints is 
to impair the ability of the Maranzana and Hillsman­
Rushton algorithms to solve p-median problems. The dis­
cussion on choosing an algorithm in Chapter II will discuss 
this in greater detail . 
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Output Form 

The ALLOC programs compute and print inform tion ab t 
the starting solution and the solution at t he end f ea h 
algorithm . In addition, ALLOC V computes and prints ~his 
information at the end of each cycle of an algorithm. This 
information consists of three parts, one concernino the 
centers in solution, one concerning the nodes served, and 
one containing summary information for the problem as a 
whole. 

Information about each center consists of the ID number 
of the center's location; the population it serves; the 
aggregate and average distance from the population center; 
and the increase in aqqregate distance that would result if 
that center were removed from the solution and not replaced 
by another . Information about the list of nodes consists of 
each node ' s population, nearest center, and distance t that 
center. Summary information contains the agqrcqate and 
average distances traveled for the entire solution , the 
longest distance between any node and its nearest center, 
and the percentage change in aggregate distance since the 
last time the summary information was printed. 

The information printed about the list of n des is 
optional, and it is available in two forms. In one fr~ 
the information is printed for nodes in the order of I~ num­
bers in the list of nodes . This form is convenient when 
the list of ID numbers is in ascending order or is organized 
in some other way. In the second form, information is 
printed for the nodes in each center 's service area. Thus, 
the information for all of the nodes served by one center 
will be printed first , followed by that for nodes served by 
a second center, and so forth. This for~ is convenient for 
focusing on the service area of particular centers, but it 
is inconvenient for finding which center serves a particu­
lar node . A problem definition may request nodeinforrr tion 
printed 1.n either of the two fonns, or neither. 

The information printed by the programs must b e inter­
preted with care if the data base contains "dummy" nodes or 
if the solution fails to meet a maximum distance constraint . 
Solutions 1.n these cases are valid. That is, qiven the 
definition of the problem, they are the best that the algo­
rithm could find . Unfortunately, the way that they are 
derived does not permit certain information to be computed . 
Both programs assign "dummy" nodes to arbitrary centers, 
although ALLOC VI usually matches them with centers nearby. 
When a "dummy" node does not have a center in the solution, 
the node and all information printed about it should be 
ignored. When a "dummy" node has a center it may fail to 
serve itself, but all information printed about its service 
to real nodes will be valid. ALLOC V assumes that all 
"dwnmy" nodes meet all maximum distance constraints. 

12 



ALLOC VI trE' ts ' 1rnrny" nodes no differently than real ones 
in this r0 1rd. 

If 1 r 1 n le cannot be served within a maximum dis­
tance , ALLOC V will assign it arbitrarily to one of the 
,enters in solution at a very large cost. ALLOC VI will 
assign it to a dummy center with an ID number of zero. 
These procedures make it easy to inspect the printed output 
to determine which nodes cannot be served within the maxi­
mum distance, but they make meaningless the aggregate and 
average distance measures printed for the solution as a 
whole. When a node cannot be served within the maximum 
distance, the distance to its center s hould be ignored . In 
ALLOC V, if a center serves one of these "unservable" nodes , 
the statistics for that center should be ignored. In ALLOC 
VI these statistics are valid but they do not include t he 
effect of nearby nodes that cannot be served within the dis­
tance constraint. 

Running DISTANCE 

This section describes DISTANCE, a program to compute 
distances between nodes using their coordinates , and it 
qives directions for running the program . 

DISTANCE computes a symmetrical matrix of distances 
between nodes, using either straight - line (Euclidean or 
Pythagorean) or city- block (Manhattan or right-angle) dis ­
tance formulas. The program writes the matrix in machine ­
readable form, for use as input directly to ALLOC V or 
directly to UNRAVEL, for later use by ALLOC VI . To increase 
compatibility between DISTANCE and other programs , DISTANCE 
also creates the variable format card that ALLOC V and UN ­
RAVEL use to read the matrix (Figure I-3) and it creat es 
the matrix using the same format as the shortest path 
algo~1thm SPA (Ostresh, 1973) . 

All data for DISTANCE are read from punched cards . In ­
put consists of a control card, a variable format card , and 
a deck of cards containing node ID numbers and x - y coordi ­
nates (FiaJre I - 3) . With the exception of the var i able for­
mat card, all input data are to be punched as integer 
variables and are to be right-justified in their allotted 
fields . The variable format should be punched left justi­
fied, for convenience . 

1 . 0 CONTROL CARD (required) . 

l . i In columns 1- 5, punch the numbe r of nodes . 

13 



----------------------

1.2 Column 10 controls the rnetho of wput1n 
To use the city-block or 1'1anh,ttan meth0d, 
in column 10, to use the stra1qht-l1n~ meth 
2 in column 10 . 

, p I" 

1 . 3 If you want the distance matrix punched on curds, skip 
to 1.4 below. Otherwise, in columns 11-15 pJnch the 
unit number for the tape, disk, or other mel1um on 
which the distance matrix is to be written. 

14. If you want the program to print a copy of your dis­
tance matrix as well as makinq a machine-readable copy, 
punch a lin column 20. ntherwise, the proqram will 
produce only the machine-readable version. 

2.0 FORMAT TO READ COORDINATES (required). 

2 . 1 On the next card, punch a Fortran format 
number and x- and y-coordinates for one n 
format must specify three integer fields, 
must appear on a separate card in the de 

r th I 
"'his 

h 

For example, the ID number of each node rn1 b 
punched in columns 1-5 of a card, with th - an 
coordinates punched in columns 16-20 and 21-25. The 
forma t for this deck would bP (IS,l0X,215). 

3. 0 NODE ID NUMBERS AND COORDINATES (required). 

1.1 Each of the remaining cards contains a node ID n b r, 
an x-coordinate, and a y-coordinate, punched int at 
order in fields to match the format in 2 . 0 above. ~he 
nodes may be placed in any order within the deck. The 
order in which the nodes are placed in the ceck e­
termines the order of rows and columns 1n the distance 
matrix. Thus, if node ID numbers appear in the deck 
in the sequence 1,2,3,5,4, the rows and columns will 
be computed and written in this same order. 

Punched Output from DISTANCE 

Punched output from DISTANCE consists of a format card 
bearing the format (1415), followed by the distance matrix 
punched in this format. Each row of the matrix begins on 
a new card, with the ID number punched in columns 1-5 . The 
first distance in columns 6-10 , and so forth . If more than 
13 nodes are used , the distance to the 14th node appears 
in columns 1-5 of the second card, the 15th in columns 6-10, 
and so forth . A format of (1415) has been used to allow for 
sequential numbering of the cards in columns 71-80 . 
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Error Conditions 

The f ~low1n conditions will produce an error message 
and s t p th~ pr ~m . 

1. End-of-file while reading the deck of node ID 
numbers and coordinates (3 . 0) . Caused by miscoun­
tinq the number of nodes (1 .1 ) or by omitting 
a node from the de~k. 

2. Appearance of the same ID number twice 1n the 
node deck ( 3 . 0 ) . 

Program Dimensions 

The array dimensions of DISTANCE currently permit its 
use to compute a matrix for 150 nodes . The comment cards 
at the beginning of the program give directions for chanqing 
the dimensions of the program arrays . With its current 
dimensions, the program requires only 38K bytes of core 
storage after it has been compiled . Core requirements will 
be somewhat greater if the matrix is written on tape or 
disk, because of the need for buffers . For its present 
dimensions of 150 nodes, DISTANCE uses 38K bytes of core if 
all input and output use punched cards . The use of disks 
or tapes may require small additional amounts of storage . 
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CHAPTER 11 

ALCORITHMS 

The ALLOC proqrc1ms contc1.in five heuristic algor:ithms . 
he Mard.nzana alqorithrr, available in ALLOC V; the ndd 

algorithm, available in lu.LOC VJ; and the Teitz and Bart 
algorithm, ilVa.1.lablc in both proqral'ls , have c'lppeal'cd in the 
literature before (Maranz.:1na, 1964; Khumawala, 1973; Teitz 
and Bart, 1968). 

The two unpublished alqoi-ithms were developed by 
Gerard Rushton and Edward Hillsman at The University of 
Iowa. One of these, to be termed the Hillsman-Rushton 
algorithm, was developed in 1973 to solvt' lar9e p-median 
problems with data stored 1n a conventional matriz . The 
Hillsrran-Rushton algorithm appears in both ALLOC programs . 
The second unpublished algorithm was leveloped in 1975 to 
solve a multiobjcctivc location planning problem in rural 
Iowa. This algorithm, termed the trade-off algorithm, was 
described 1s1 an ur1published paper (Hillsman and Rushton, 
1976). The alqorithm appears only in ALLOC VI. 

The first part of this chapter contains brief descrip­
tions of the unpublished algorithms and more lengthy des­
criptions of the two unpublished ones. The second part 
presents execution times for the algorithms nn di ff Prent 
test problems. The third part discusses factors that 
should be considered when choosing an algorithm to solve a 
problem . These factors incJudP execution times anct known 
strengths a~d weaknesses of the algorithms . The hird part 
of this chapter also discusses using a secono algorithm to 
try to improve the results obtained with a first . 

Descriptions 

Descriptions of the three published algorithms will be 
quite brief. Users interested in greater detail should 
consult the original articles . 

Maranzana Algorithm 

The algorithm proposed by Maranzana (196 4 ) works on 
the p - median data base in the followinq manner: 

1 . Read the starting solution . 
2. Assign each node to its nearest center . 
3 . For each center : 

a. Identify the nodes in its service a r ea . 
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b . Compute the aggregate distance from th n e~ i 

Jato each candidate node in the s er i ~ ar 
c . Move the center to the candidate fo.r which lh 

aggregate distance in Jb is smallest . 
4 . If no centers were moved in step 3, stop. Otherwise 

return to step 2 . 

Steps 2-4 constitute one cycle of the algorithm. The 
algorithm converges, and usually stops within three or four 
cycles. 

Teitz and Bart Algorithm 

The algorithm proposed by Teitz and Bart (1968) oper-
ates on the p - median data base in the following manner: 

1 . Read the starting solution . 
2 . Assign each node to its nearest center. 
3 . For each candidate that does not have a center: 

a. Substitute it for each of the existinq center 
locations . 

b. Compute the aggregate distance thut would re­
sult for each of the substitutions in step 3 . 

c . If moving any of the centers to the candiJate 
would reduce aggregate distance, move th~ cen­
ter that would yield the largest rectuction for 
the problem . 

d. If a center was moved in step Jc , reassign each 
node to its nearest center . 

4 . If no centers were moved in step 3, stop. Other­
wise, repeat step 3 . 

Steps 3-4 constitute one cycle of the algorithM. Like 
the Maranzana algorithm, the Teitz and Bart algorithr 
usually stops within three or four cycles. 

It should be noted that most of the notation in t he 
original article involves calculating the effect of substi ­
tuting a candidate for each of the centers in step 3b with­
out actually moving each of the centers to the cand idate. 
The corrections to the algorithm by Rushton and Kohler 
(1973) involve these same calculations. 

The Add Algorithm (or Greedy Heuristic) 

The add algorithm has been proposed for several loca­
tion- allocation problems by Kuehn and Hamburger (1963), 
Church and Revelle (1974), and Khumawala (1973). As pro­
grammed for the p-median problem in ALLOC VI , the algorithm 



lut1on o: :1 • lc-ast one rentL!r . 

rtinq solution and the numbe r· of 
enters t b0 lo·at0~ . 

RSl n each node to 1ts nearPRt enter. 

It 

For each cond1 lnte, · rn1 ute the reduct1 n 1 n 
aq~r ate j1stance that would rc-sult 1f a center 
wtr to be added at that locdt1on. 

~- Add a enter at th~ candidate y1eld1n1 the qreatcs t 
redu t1on 1n s ep l . 

5. If~ re centers arc t be loca ed , r~turn to step 
2. Otherwise, stop. 

sers of ALLOC VI may :1lso invoke the cldd alqor1thm to 
add -~nters at specified l cat1 ns, 1n rder to evalua e 
the perf rn n e ind servi -.-, reas of proposed dd1t ions • o 
a p.1ttern f l t rs. The user m.J.y r~tc11n thE.'se centers 1n 
th pattern rth~r analysis or dr p th0m once they 
have be t<'d. r·ore details 1ppear 1n th, d1scussion 

f ALL() 

1llsman- Rushton Alqor1thm 

The Hillsm n-Rushton al or1thrn .. as des1qned to solve 
larqe r-n:f'ld1an problems - -th se w1 h more thiln 100-200 nodes. 
As the numb r of nodes in a p-r.'ed1an prot>len, incrcnses , the 
computer storaae and computer tlli" requ1r d for solving it 
both 1ncreasL! . Incre s1nq then unbcr of ~nters 1n 1 prob­
le~ will also increase comp1ter time . This is particu l arly 
true of the Tc1tz and Bart alqor1thm, which requires a 
great deal f storaqc and u ~1nute or more of 1me to solve 
larqe pr blems in ALLOC v. Thr> •· ranzana ilqorith m, on t he 
other h n , an solve the same pr blem 1n a few seconds. 
Becaus 1~ needs only a small amount of the data for t h e 
problem t on~ time, the Maranzan illqorithm rould he pro-
qralTl!"ed store most of the weighted distance ma t rix ou t 

r c re t rr>ducc · re slor 1e requ1rem• nts . The M r a n­
znna alaor1thm rarely finds very ood answers to large p ­
rncd1an prob ems , however. 

The H1llsman- R~shton alqor1thm is a co~prom1se b e twee n 
these two alqor1.thirs. It 1 s nc>arly as effPctivc as t h e 
Teitz and Bart algor1thrr 1n f1nd1nq qood answer s t op­
rred1.iln problcns . While the 1 or1thm requires more com­
puter time than the Maranzana 1lqor1thm , it ~equ i res 
substantially less t1rre that ~he Te1t7 and Ba rt. Like the 
Maran zana alaor 1thm , the I--11llsman- Rus hton algor i thm cou ld 
be proaraTTlIT'ec to work efficiently t r om a weig ht ed d istance 
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each node t its w nearest center, and then tries to move 
an t her cent r in he same manner. This phase of the 
a lqorithm · nt i n s until no center can be relocated within 
i t s ser ·1 ·e 1rea o reduce the aqqreqate distance. Then, 
on t he c ha n,_e t h 1t the second phase may have exposed or 
de velope d a no ther regional imbalance in the pattern of 
centers, the alqorithm begins its first phase again. The 
algorithm alte rnates between its two phases until neither 
one can improve the solution to the problem. 

In trying to relocate each center within its service 
area, the second phase of the Hillsman-Rushton algorithm 
asks the same question as the Maranzana algorithm, but it 
considers more information in determininq whether or not a 
center can be moved. The Maranzana algorithm looks for 
reductions in aggregate distance only among the nodes in 
the servi ce are a to be relocated. When the center is 
moved, however, it becomes nearer to some of the nodes 
served by o ther centers, and it may become near enough to 
some of the se nodes to become their new nearest center 
(Figure II-1). The Maranzana algorithm ignores these 
"external" savinqs, and thus 1t underestimates the reduc­
tions in aggreoate distance from moving a center. 

Similarly, when a center is moved away from a particu­
lar node in its service area, the center may be moved far 
enough that some other center will become the new nearest 
center for the node (Fiqure II-1) . In this case, th~ 
increase in aggregate distance from the node is less than 
the increase to the center being moved . The Maranzana al­
gorithm does not measure these smaller increase in aggregate 
distance, and thus it overestimates the increase that 
results from moving a center. The net effect of over­
estimating these increases, and underestimating reductions 
in a ggregate distance, is to consider many potential 
relocatio ns of a center as bad decisions, or to prefer a 
fair relo cation to a much better one . 

The second phase of the Hillsman-Rushton algorithm 
calculates the true reductions and increases in aggregate 
distance for each potential relocation. It thus should 
find a better solution to the problem than does the Maran­
zana algorithm when the two procedures begin with the same 
startinq solution . Comparison of the second phase of the 
algorithm with the Maranzana, using matched starting 
solutions in three test problems, confirms the superiority 
of the second phase over the Maranzana algorithm . Table 
:r-1 contains the results of these tests. The second 
phase usually found a pattern with lower aggregate distance 
than did the Maranzana. 
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FIGURE II- 1 Compurison of Calculations f 
b y t h e Maran zuna Algorithm dn 
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Tl\.BLE II-1 

CoMpd r 1 n o 
Ph s , 

lillsman- Rushton Algorithm, Second 
h the Maranzana Algorithm 

Test Problem 

49 nodes 
5 centers 

75 runs 

49 nodes 
10 centers 
75 runs 

150 nodes 
21 centers 
25 runs 

Phase Two 
outperformed 

Maranzanc.1 

68 

70 

25 

Source: Compiled by author . 

Phase Two 
equaled 

Maranzana 

3 

1 

0 

Phase Two 
outperformed 
by Maranzana 

4 

4 

0 

The effectiveness of the complete Hillsman-Rushton 
algorithm is discussed in the section on choosing an algo­
rith . 

The Trade - off Algorithm 

The trade-off algorithm is quite different from the 
other a l gorithms in the ALLOC programs. The algorithm was 
designed to make trade- offs between the accessibility of a 
pattern of centers, as measured by aggregate distance , and 
an index of the characteristics for the candidates where 
centers are located. If the candidates are towns in a 
rural area , a town and index score could include the size 
of the town, the presence of activities that could support 
the center b eing located, and the cost of opening a center 
in the town. If the candidates are land parcels in an 
urban area, each parcel's index score might include the 
size of the parcel and the availability of utility services 
to it. For convenience, the value of the index score will 
be termed a site characteristic or the suitability of the 
candidate . The algorithm requires that this score be 
scaled from zero to one for each candidate. The trade- off 
algorithm locates centers to minimize the aggregate dis­
tance to them and to maximize the aggregate suitability of 
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their locations. Rushton, et al. (1976 ) , d iscus s n exanple 
of this type of problem that was encounte r ed in plann1na the 
locations for primary health care in rural Iowa. 

A second difference between the trad e-off alg orithm and 
the other algorithms is the philosophy behind it . The steps 
in the alqorithm mimic a process of making decisions. In 
this process, it is assumed that decision.makers are con­
cerned with aggregate distance and suitability for the entire 
pattern of centers , and with the local changes in these 
measures that result as centers are moved around to produce 
a better location pattern . It is not assumed that calcula­
tions made for the aggregate measures are entirely consis­
tent with the calculations made in the vicinity of the 
centers being moved. The two types of calc ulations will be 
termed global and local calculations, respectively . Hills­
man and Rushton (1976) have discussed the relat ionship 
between the local and global calculations in greater detail , 
and it is hoped that their discussion will eventually be 
published. 

A description of the decision.making scenario and the 
trade-off algorithm follows. It borrows heavi ly from the 
Hillsman and Rushton (1976) paper, but it does not attempt 
to justify their assumption of the decisionrnakinq process or 
of any of the specific steps in the algorithm's o pe ration . 

The scenario simulated by the trade-off algorithm begins 
with a group of decision.makers, for whom an outside consul­
tant has just recommended an optimum solution to the loca­
tion problem . The consultant lacks the detailed information 
which the decision.makers have about their region, and he 
has developed the global solution without this knowledge . 
Accordingly, some aspects of the plan seem counter-intuit ive 
to some of the decision.makers . Other aspects, either because 
of political reasons or for other reasons not considered by 
the consultant, are simply unacceptable . The decisionmakers 
use their local knowledge and preferences, and begin t o pro­
pose small changes to the plan, either to check thei r 
intuition or to correct obvious faults . Some of the se 
changes , when evaluated, are found to improve the plan and 
are incorporated into it . The process of proposing , 
evaluating , and accepting small changes continues until no 
small change can improve the plan . This kind of process 
seems both common and reasonable. When the decision.makers 
have access to an information system to help in the eval­
uation of changes , this process combines both optimization 
behavior and an unstructured sensitivity analysis. The 
trade- off algorithm is an approximate , more structured 
simulation of this kind of process. 
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s i sumes that the consultant has completely 
ign rd h( s ility of the centers, as measur.ed by 
aq r te m · and has suqgested locating the centers 
at he ns h the highest aqgreqate site charac-
teristi s. c r 1nqly, the overriding concern of the 
dE'cis1onmake-rs is tc1 meet the obvious accessibility needs 
of the plan without sacrificing too much of its high site 
characteristics . In the scenario, the decisionmakers agree 
to take turns around the table, with each one proposinq 
changes that are important to him . In th~ following dis­
cussion, consider a problem of locating five centers , and 
focus on the turn of one of the decisionmakers. 

The decisionmaker, representing a part of the region 
that lacks any center in the current version of the plan, 
selects a location X that she believes should have a center 
(Figure II-2). Moving any of the existing centers to X 
will obviously 1.mprove agqregate distance in the immediate 
vicinity of X. Moving the center from either Dor E will 
increase the total distance for the region as a whole (row 
3 of Table II-2), because the increase in total distance 
near those centers would outweigh the decrease near X. The 
rest of the decision.makers, because they want to improve 
the accessibility of the whole plan, will not permit either 
of these two centers to be moved to X. Thus, the centers 
at D and E may be ignored for the rest of the example . 
Moving a center from A, 8, or C to X would reduce total 
distance, however. If the loss in site cllctr:ctct.erisLics 
does not outweiqh the gain in accessibility, the other 
decisionrnakers would allow such a move. To this point, the 
scenario has involved only global calculations . Theremain-
1.nq calculations in the process are local ones. 

To determine whether the qain outweighs the loss, the 
algorithm standardizes the accessibility gain that would 
accrue from movinq each of the centers. For the center at 
A, this involves computing a rrttio between the increase in 
total distance that results near A when the center is moved, 
(row 1 of Table II-2), and the decrease that would occur 
near X when the center is moved there (row 2 of Table II- 2) 
Subtracting this ratio from one yields a measure of rela­
tive accessibility chanqe, ranginq from zero to one with 
small relative chanqes receiving smaller values than 
larger ones. This range of values is the same as that 
assumed earlier for the site characteristic values . The 
algorithm computes this ~easure of relative accessibility 
change for all three centers to determine which moves are 
better than others (row 4 of Table II-2). 

To model the local calculations of the group of 
decisionrnakers, the algorithm uses a single , el liptical 
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Table II-2 

Sample Calculati ors for the Trade- o f f Alqor1thrr 

Row Interpretation 

1 . Accessib i lity loss 
if column center 
were removed, instead 
of moved 

2 . Accessibility gain 
near X given absence 
of column center 

3 . Change in total 
distance moving 
column center to X 
(row 1 - row 2) 

4 . 

5. 

6 • 

7 . 

8 . 

9 . 

Standardized 
access i bility gain 
1 - row 1/row 2 

Site charact eristic 
of column center 

Value of T(x , y) for 
x = 0 , y - row 5 
(i . e ., no change} 

Va l ue of T (x , y) for 
x = row 4, y = . 6 
(i . e ., move to X) 

Di fference , 
row 7 - row 6 

Greatest positive 
value , row 8 

Center Location 

A B C D 

720 400 425 700 

800 500 500 400 

- 80 -100 -75 +JOO 

. 1 .2 .15 

• 8 • 8 . 7 

-. 5400 -. 5400 - . 5900 

-. 5650 -. 4800 - .521 3 

- . 0250 . 0600 . 0687 

. 0687 

E 

750 

400 

+'350 

Source : Hypothetical data for region in Fig. C- 4 . Potential 
location Xis assumed to have a site characteristic 
value of . 6 for the computation in row 7 . Rows 1-3 
are global calculations . The remaining rows are 
local calculations . 
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y is the site c haracteristic value, and xis a measure 
of accessibil ity qain defined as 1-- increase in total dis­
tance if a center is removed from solution--decrease in 
total distance if the center removed is replaced . 
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FIGURE II-4 
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FIGURE II-6 Local Preferences for n 
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The ~lqo i thm considers every potential center location 
once . If it )ves one or more centers duri~q t h is sequence 
of exam1nat i sit will begin the sequence again, and i t 
wi l l stop onl when it cannot move any center . This se 
quence fo r considerinq moves is identical to tha t of the 
Te itz and Bart alqorith.In. The difference between the t wo 
algorithms is in the way that they evaluate potential 
moves . The resulting pattern of centers is a compromise 
between the plan with the best site characteristics and 
the plan with the greatest accessi bility . 

There is no quarantee that an algorithm would ever 
stop if it operated on a truly local basis , wi thout any 
reference at all to the global pat t ern. However, t h e 
trade-off algorithm does make a global calculation whe n it 
determines whether or not a change would i mprove t he g l oba l 
meas11re of accessibility. The requirement t hat global 
accessibility must improve, when applied t o a fini t e numbe r 
of potential center locations, ensures tha t t h e a l qorithm 
will eventually stop . This requirement prevents t he a l go­
rithm from trading the t wo attributes in both direction s . 
That is, the algorithm cannot increase site c h a racteris t i c s 
at the expense of accessibility . However , it can inc rease 
the site characteristics of t h e patte r n . The f irst few 
moves made by the algorithr'l, from t he patt ern with the best 
site characteristics, necessarily degrade the over a ll site 
characteristics of t he pattern . Frequent ly, h owe ver, the 
algorithm moves some centers back to t he h igh-va l ued places 
later in its operation . It thus can i mprove t h e g l obal 
measures of both attributes a t once , al though it need no t 
prefer such a change to one t hat improves acc essibility 
alone . 

As no t ed earlier, the local calculatio ns a re not 
necessarily consistent with t he g l obal ones . Fo r example, 
increasing the value of t he paramter c in the trade-off 
function for the local calculat ions (Fig ure II-3) will 
increase the relative importance of the a c c e ssibility 
change measure in t he calculati ons . This usually leads to 
a final solution that has a lower aggr egate distance and a 
lower aggregate site character i stic t han before . In some 
cases, however , incr easing c has led t o s o lutions with 
higher aggregate dist ance and s i te c harac teristic values . 
As yet, no pattern has b een detect ed in the inconsistency 
between the t wo sets of calculatio ns . 

Execution Times and Core St o rag e Requirements 

Table II- 3 cont ains execution t imes for the Maranzana, 
Teitz and Bart , and Hillsman-Rushton algorithms in ALLOC 
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IV, ALLOC V, and ALLOC VI . Seventy-five rando 1rt~ 
solutions were generated for a 49-node, 5-cent r bl 

I 

and each alqorithm in ALLOC IV and ALLOC V was n r 
these solutions. The same procedure was used for a 10-
center problem using the same 49-node data base. The 
distances and weiohts for this data base are shown in the 
sample output for ALLOC V. Ten random starting solutions 
were generated and used to compare execution times for a 
150-node, 21-center problem. The algorithms from all three 
programs were on the second two test proble~s. Each entry 
in Table II-3 is the average time needed to read the data 
base once and then solve the seventy-five or ten trial prob­
lems . The time needed to solve a sinole problem, including 
input, has differed from these a veraqes by cts much as thirty 
percent . No maximum distance constraints or location con­
straints were used with ALLOC IV or ALLOC v. h e e 1 n 
times and core storage requirements for ALLOC V p n 
significantly upon the use of a maximum distan ns dint, 
and loose maximum distance constraints were s wh nth t 
program was run. The effect of maximum dist n n~tr 1n s 
on ALLOC VI will be discussed in Chapter IV. 

All times were obtained using The Uni versi. t y I w.:i 's 
IBM 360-65 computer and, with two exceptions n tt 1n the 
table, all are based on the IB~ Fortran G comp er. Lhe 
two exceptions used the IB~1 Fortran H compiler, with the 
parameter OPT= 2. When it is available for use with ALLOC 
IV and ALLOC V, the H compiler is clearly preferable to the 
G because of its markedly lower execution times. The H 
compiler is particularly recommended if the programs can be 
stored and run as load modules . Although no times are 
reported using the II compiler with ALLOC VI, tests r1.a.e 
during the development of that proqram indicated that the 
two compilers give virtually identical execution ti~es. 
ALLOC VI does not use a matrix to store its data base, and 
this lack of a matrix appears to be the main reason that 
the H compiler makes little improvement in its running 
time. 

The execution times of ALLOC V are markedly lower 
than those of ALLOC IV except for the Maranzana alqorithm, 
whose times are very slightly higher . The source code for 
ALLOC IV was deliberatley kept simple to make easier the 
development and testinq of new algorithms. The source 
code for ALLOC V was written to make the Teitz and Bart 
and Hillsman-Rushton algorithms run faster, but this was 
accomplished at the expense of greater program complexity. 
The time differences for the Maranzana algorithm cannot 
be accounted for with any precision, and they are small 
enough that they may be ignored for most anlayses. For 
normal use , then, ALLOC V's faster execution makes it pre­
ferable to ALLOC IV . 

Just as ALLOC Vis 
is faster than ALLOC V. 

faster than ALLOC IV, so ALLOC VI 
Again, speed was gained at the 
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T~ble II-] 

·ut n Times in Seconds for Different 
r ithms in the ALLOC Programs 

Prciblrm Alqo rithrr ALLOC IV ALIOC V S ALLOC VI 

49 nodes ~1a ranzana . 28 . 30 
5 centers 

(75 trials, Teitz and Bart 1. 83 1 . 33 
averaged) 

Hillsman-Rushton 1 . 51 1 .15 

49 nodes Maranzana .34 .38 
10 centers 
( 75 trials, Teitz and Bart 2.38 2.04 100 . 90 ** 
averaged) 

Hillsman-Rushton 1. 96 1.52 100 . 5 7 

150 nodes Maranzana 2.05 2.06 
21 centers 
(10 trials, Teitz and Bart 61.67 46.48 100 19.93 
averaged) 40.88* 25 . 76 * 70 11 . 10 

Hillsman-Rushton 24.88 18.73 100 5 .61 
70 3.60 

Source: Compiled by author . All times from The University 
of Iowa 's IBM 360/65 computer . S is the maximum 
distance used when running ALLOC VI . 

*Fortran H compiler . 
**Job terminated after 69 solutions because of page l i mit . 
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expense of greater comp 1 exity. Even when ALLC' w n 
with the H compiler, the Teitz and Bart algortth in ALL C I 
saved from 22 to 57 percent of the execution ti r quire 
by the one in ALLOC V . When ALLOC V was run w-1.th the G co -
piler, some of the savings from ALLOC VI were even qreater. 
As a later section of the appendix will show, however, 
substantially more time and effort are needed to prepare a 
data base for ALLOC VI than for ALLOC V. Since the absolute 
time savings for ALLOC VI are small, even on the 150- node 
test problem, the extra time and effort needed to prepare 
small data bases for that program may make ALLOC Va more 
attractive choice if the Fortran H compiler is available. 

ALLOC V solved the two 49-node test problems in 70 K 
bytes of core storage on the IBM 360. Using the G compiler, 
it solved the 150-node problem in 148 K bytes. The H com­
piler required only 144 K bytes. The correspondinq ft ures 
for ALLOC IV were 70 K, 144 K, and 140 K bytes. ls1n the 
G compiler, ALLOC VI solved the 49-node probleIT in 74 K 
bytes, and the 150- node problem in 134 K. The core storaqe 
requi rements depend in part on the use of halfword storaqe, 
as permitted by IBM Fortran. Halfword storaq~ ts not pJrt 
of ANSI Standard Fortran, however, and the proqr1ms ~ay 
require more core storage on non-IBM compu t rs . In addition, 
core storage requirements depend in part upon the nuITber of 
input units from which the data are read . :n the cases 
cited here, all input was from punched cards. Reading data 
from tape or disk requires additional space for input 
buffers . 

As noted earlier , ALLOC V and ALLOC VI were developed 
to solve large p-median problems . No systematic comparison 
has been made between the programs and the algorithms ~or 
large problems, because of the cost, but a few r unninq times 
and space requirements will be reported here. The largest 
problem yet solved with ALLOC V was a 521-node, 100-
candidate, SO-center problem . The data base was a partial, 
rectangular distance matrix, and the program required 320 K 
bytes of core storage . The Teitz and Bart algorithm used 
3 minutes , 39 seconds of computer time under the G compiler. 
The algorithm required 2 minutes, 54 seconds of time when 
the nwnber of centers was reduced from 50 to 25. A third 
problem reduced core storage needs from 320 K bytes to 190 
K bytes by reducing the number of candidates from 100 to 25. 
The number of centers in this problem and the time needed to 
solve it were not preserved for comparison . 

An earlier version of ALLOC VI solved a problem with 
2990 nodes , 180 candidates , and 102 centers. The analysis 
required that 23 of the centers be constrained to specific 
candidates . The Teitz and Bart algorithm required 1 minute, 
57 seconds for the p r oblem, and the program required 396 K 
bytes of core storage . Approximately 25 seconds of this 
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t irre was f' c , ust to read the data base for the problem. 
The trJ1P- ff o rithm required 1 minute, 24 seconds for 
this rrob m, a in including the time neened to read the 

ta. Th• n t version of the program, reported in Table 
II- , wo ire from five to seven percent more time 
than the rl1 r ve rsio n, but it would need only 305 K bytes 
of storage . The Teitz a nd Bart algorithm in the current 
versio n s o l ved a 2446-node, 418-candidate, 189-center prob­
lem in 5 minutes, 7 seconds, including input time. The 
analysis constrained the locatio ns of 50 of the centers. 
The prog ram r e q u ired 301 K bytes of storaqe . 

The add algorithm and the trade-off algorithm in ALLOC 
VI ha ve n ever been timed in a systematic way . Because of 
the way that th e y were programmed, however, the add algo­
rithm sho uld require about the same time as the Hillsman­
Rushton algo rithm and the trade-off algorithm should be 
comparable in time to the Teitz and Bart. These expected 
times may vary on individual problems. 

Choosing an Algorithm 

The f ollowing section discusses factors to consider in 
choosing an algorithm to solve a problem. Following this 
discussion, another section considers the possibility of 
using one a lgorithm to improve the solution obtained from 
another . 

Using a Single Algorithm to Solve a Problem 

In a few cases, the choice of an algorithm to solve a 
particular problem is c lear . When a problem contains only 
one c ente r, all algorithms except the trade-off algorithm 
wi ll find the same, optimum solution. In ALLOC V, the 
Mara n zan a algorithm is preferred because of its speed . The 
Maranzana algorithm also seems to do as well as the other 
algor i thms in solving problems with only two centers 
(Rosing e t al., 1979b). The algorithm should be run several 
times on such problems, but this will still take less t i me 
than r unn ing the other algorithms. For larger numbers of 
centers t he robustness of the Maranzana algorithm- - i ts 
ability t o find good solutions--diminishes rapidly , and 
other algo rithms should be considered . The Maranzana 
algorithm is not available in ALLOC VI , and the f i r s t 
phase of the Hillsman - Rushton algorithm is the fastest way 
to locate a single center in that program. The t wo pha s e s 
of the Hillsman-Rushton algorithm may be run as i ndepen­
dent algorithms in either of the programs, if desir ed . 
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by loos or m dcrat ly t1 ht dist nc c nstr int 1s, 
it tends to mov enters in the same w y that 1 n 
the problem h s no ist n c onstraint tall. 
algorithm and th first phas f th~ H1llsrnan-R l 
rithm arc much more sensitive to maximum 1st n n-
stra1.nts. Th se algorithms ~111 move center m ct th 
m x1mum di tancc onstr int first, and w.1.nim1 1n r ate 
distance is of much less 1mportnncc until the onstra1nt has 
b en met. Most woi:k with the trade-off alqorit.hrn has be n 
on problems with maximum distance ·onstr 1.nt.s, and th 
11lgor1thm sc ms o have been robust on these problems. 

Location constraints in a problem definition will 
probubly r duce the robustness of 111 of the algor1thr,s t 
some egrec. The effect of these constraints on the 
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Test 
Problem 

49 nodes 
5 centers 

75 runs 

49 nodes 
10 centers 
75 runs 

150 nodes 
21 centers 
25 runs 

Table II-4 

oarativ~ Efficiency of Solutions to 
Three Test Problems 

Random 'I'P i l:z and 
Start Maranzana Bart 

mean . 6 34 6 .9080 1.000 
st. oev . .0802 .0475 .000 
hiqh .7709 . 9961 1.000 
low . 3519 . 79 30 1.000 

riean .5510 .8231 1.000 
st . dev. .0887 .0826 .000 
high .8334 .9702 1 .000 
low .3692 .6342 1.000 

mean .5108 . 8661 .9962 
st. dev. . 0734 . 0389 .0035 
high . 7132 .9213 1.000 
low .4039 .7704 .9910 

Hillsman-
Rushton 

.9952 
.0073 

1.000 
.9592 

1.000 
.000 

1.000 
1.000 

. 9 8 34 
.0100 
.9971 
. 961 7 

Source: Compiled by author . Efficiency of a solution= 
lowest average distance found for a test problem/ 
average distance for the solution (after Jarvinen 
et al ., 1972). The lowest average distance found 
for the two 49-node test problems is known to be 
the optimum. 
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Effl cl ency 

.J4 - .40 
.40 - .45 
. 45 - .so 
.50 - .55 
.55-.60 
.60 - .65 
. 65 - . 70 
.70 - .75 
. 75 - . 80 
. 80 - . 85 
• 85 - • 90 
• 90 - . 95 
• ':15 - . 9999 

1.000 

Table II-5 

Frequency of Efficiencies in Three Test Problems 

49 nodPs 
5 centers 

49 noc:J,:s 
10 centers 150 nodos 

21 centers 

Teitz and Hillsman- Teitz and Hi Usman- Teitz dnd H1llsm~ 
Random Maranzana Bart Rushton Random Maranzana Bart Rushton R.lr,dom Ma.ranzana Bart Rusht-,n 

1 
2 

10 
5 J 

7 
6 7 

17 
') 11 

19 
2 26 

15 2 
1 6 

2 r, 
l 15 

l 5 l 6 l 
12 ., 

• 4 
2 l 'l 

5 27 
16 

14 27 
lJ 

4 16 16 2 
15 25 75 J9 7'", 75 10 

Source, Compiled by author. Efficiency is de!inud a• in Table II -4. 
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a l qorith~s n e s fur ther research, but the followinq 
eFfect s are l kely . Prohibiting centers from locating at 
cer ta i n nodes--that is , reducing the number of candidates 
--pro b dbly wi 1 have little effect on the Teitz and Bart 
a nd Hi!. lsman- R11shton algorithms. Of course, excluding a 
c a ndidat e that should be in the optimum solution neces­
sarily requires the algori thm to find a worse one, but 
these two algorithms should remain fairly robust when 
working with the remaining candidates . Unless the ratio of 
centers to candidates is relatively high, excluding candi­
dates may have little effect on the Maranzana algorithm . 
The effect of excludinq candidates on the add and trade-off 
algorithms is harder to predict, but it is probably greater 
than for the other algorithms . Excluding a candidate that 
the add algorithm would otherwise choose early in its 
operation may lead to a quite different pattern of centers . 
The same may be said for excluding very suitable candidates 
for the trade-off algorithm. The use of a partial, rectan­
gular distance matrix would have an effect similar to the 
use of this type of location constraint. 

Constraining one or more centers to remain at certain 
nodes will drastically reduce the robustness of the Maran­
zana algorithm, and it will probably cause a noticeable 
reduction in the robustness of the other algorithms as 
well. Increasing the number of immovable ce nters in a 
problem decreases the flexibility with which the algorithms 
can move the other centersaround, and this reduces their 
robustness. An even distribution of immobile centers will 
probably degrade robustness more than an uneven one, al ­
though more research needs to be done to confirm this 
hypothesis . On the basis of its overall performance, the 
Teitz and Bart algorithm will probably be more robust than 
the others in solving problems with immovable centers. It 
should probably be run several times on such problems 
however , even small ones . 

The choice of an algorithm is less clear in other 
situations. Tables II-4 and II-5 present results from 
running the Marnazana, Teitz and Bart, and Hillsman-Rushton 
algorithms in ALLOC Von the three test problems discussed 
earlier. In this case, however, twenty-five randomly 
generated starting solutions were used in the 150-node, 
21-center problem . As before, no location or maximum dis­
tance constraints were used on the problems . Table II-4 
summarizes the mean and extreme values of aggregate dis­
tance for the random starting solutions and for the 
solutions obtained by the three algorithms on the problems. 
Table II-5 presents the frequency with which the algorithms 
found different values of aggregate distance . The values 
in these tables may be used with the execution times from 
Table II-3 when choosing an algorithm. 
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On a s:nall problem, such as the t wo 49-n '" b-
lems, the Teitz and Bar t and Hillsman-Rushton r s 
require very little computer t ime. The Teitz 
algorithm is more likely to find the opt i mum l i to 
problem of this size,5 and it seems almost certain to d ~ 
at least once if used with several sta rting s oluti o n s t o the 
problem . Ry the same token however, the Hillsman- Rushton 
algorithm is more likely t o find several good s o lutio ns t o 
a particular problem of this size . The ability to obtain a 
range of good alternative solutions to a problem is one 
argument made for using heuristic algo rithms. By this 
standard, the Teitz and Bart algorithm is a poo r heuristic 
because it is too consistent . The Marnazana a l gorithm ma y 
not be consistent enouqh, however. 

For larger problems, such as the 150-node , 21-c e n ter 
problem, both the Teitz anL Bart a nd Hillsman- usht r. alqo ­
r1.thms provide a range of solut ions, a nd those r th 
Teitz and Bart algorithm tend to be sligh t~ b tt r r. th 
average . The Teitz and Bart algorithm req1i ra e 
of nearly three times as much compute r tim~ t solu-
tion, however, and it is an expensive meth n r tin 
a range of good alternative l o cation patter r enters. 
As me ntioned in the discussion of execution i es, n r n 
of the Teitz and Bart algorithm may requi r s · ral ITl.nutes 
of computer time for larger problems. The ·11s n- shton 
algorithm would probably require from one-th i rd to wo­
thirds as much time , depending upon the prob lem . The 
absolute difference in the times required by the t wo algo­
rithms will increase for larger problems. As it inc reases, 
the Hillsman-Rushton algorithm becomes an ever more a ttrac­
tive choice . 

Using a Second Algorithm to 
Improve the Results of the First 

Rushton and Church and ReVelle (1976) have discussed 
the possibility of using the p-median solution f ound by one 
heuristic algorithm as the starting solution for a second 
algorithm . The hope is that the second algorithm can im­
prove upon the solution from the first . The ALLOC programs 
permit any problem definition , except one involv ing maximum 
distance constraints , to use this "piggybacking" approach 
automatically . The algorithms in a program may be "piggy­
backed " in any combination , and the two phases of the 
Hillsman-Rushton algorithm may also be requested as separate 
a l gorithms and "piggybacked " with the others. The Hillsman­
Rushton algorithm is itself a "piggybacking" of these two 
phases , which alternate automatically until neither one cai1 

5Rosing et al., (1979b) report that the best solutions 
shown i n the tables for these two problems are in fact the 
optimum o nes . 
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improve a solt.. t 1 

does no t re p~<lt the 
finished , h weve 

The more qenera 1 "pigqybackinq" option 
first algorithm after the second has 

Tab le r r-6 i sts the possible "piggyback" combinations 
for the al iorithms in the ALLOC proqrams, and it indicates 
the possibility that the second will improve the solution 
from the first. Obviously, a second algorithm cannot im­
prove the solution from the first if that solution is the 
optimum, and it may fail to improve many aood solutions. 
Nor can an algorithm improve upon its own solution, unless 
it has been stopped prematurely by limits o n computer time 
or pages of output. Thus, neither phase of the Hillsman­
Rushton algorithm can improve a solution from the complete 
algorithm. The Hillsman- Rushton algorithm can improve a 
solution obtained by its first phase, but only through the 
action of its second phase. In some cases, an alqorithm 
has been observed to improve the solut i on from another . 
These observed improvements are noted in the table, as a 
guide to selecting algorithm combinations . 

The combinations labeled "impossible" or simply "pos­
sible" require further explanation . When the Teitz and Bart 
algorithm stops, it has determined that the aggregate dis­
tance for the problem cannot be reduced by relocating any 
one of the centers to any of the other candidate nodes. 
When each phase of the Hillsman-Rushton algorithm begins, it 
examines only a subset of the possible moves that the Teitz 
and Bart alqorithm has considered and rejected. The first 
phase will only try to relocate the most expendable center , 
while the second phase will try to move each center within 
its service area but not beyond. Thus, neither phase alone 
or in combination can improve a solution from the Teitz and 
Bart algorithm. Similarly, the Maranzana algorithm cannot 
improve a solution from the Teitz and Bart a l gorithm . The 
Maranzana algorithm can move a center only if the center is 
not optimally located within its service area, and the Teitz 
and Bart algorithm will not stop unless each center is 
optimally located within its service area . 

Similar reasoning shows that the Teitz and Bart algo­
rithm can improve a solution obtained by any of the other 
algorithms, although the robustness of the Hillsman-Rushton 
makes such improvements unlikely in its case . The combi­
nations labeled "possible" in the table, without further 
comment, are possible under these types of arguments . The 
possible improvement was never observed in the development 
of the algorithms and, in some cases, the combination was 
never tried . 

The add algorithm, contained only in ALLOC VI, is 
listed as a first algorithm, because it can be used to 
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Table II-6 

Possibility of Improvement in Different Alqorithrn Combinations 

Source of 
Starting 
Solution 

Maranzana 

Teitz and 
Bart 

Hillsman-
Rushton 
Phase l 

Hillsman-
Rushton 
Phase 2 

Hillsman-
Rushton 
Complete 

Add 

Trade-off 

Maranzana 

impossible 

impossible 

possible; 
observed 
frequently 

impossible 

impossible 

possible 

possible 

Teitz and 
Bart 

possible; 
observed 
frequently 

impossible 

possible 

possible 

possible 

possible 

possible 

Source: Compiled by a uthor. 

Hillsman­
Rushton 
Phase 1 

possible; 
observed 
frequently 

impossible 

impossible 

possible; 
observed 

impossible· 

possible 

possible 

Hillsman­
Rushton 
Pht1se 2 

possible; 
observed 

impossible 

possible; 
observed 
frequently 

impo ssible 

1.'T'possib le 

possible 

possible 

Hillsman­
Rushton 

Complete 

possible; 
observed 
f requently 

impossible 

possible; 
observed 
frequently 

possibl e 

impossible 

possible 

possible 

Trad e-off 

possible 

impo ssible 

possible 

p o s s ible 

possib 

possib 

i rr.pO[;Slb 

1 



.. 

t 
r 1. thm 

I lt 
rs h 

thE' 11. s 
will reduce the 

n for use by a second alqorithP1. 'l'he add 
11. st eci as a second c'l lqo r i thrri , bee au se l:he 
n in the table requires the :::;'lme number of 
d of the second algorithm as at the end of 
usJy, add1.nq a new center to any solution 

aqqregute dist~ncc for the problem . 

The possible improvements noted in the table for the 
trade - off 1lqori thm reflect improven·ents in agt3rcgate 
di stance only. Since the .:i lqori thm moves centers only 1. f 
the movenents will reduce aqqregctte distance , it may make a 
few moves if 1t is started with the solution from the more 
robust algorithms . Tt cc1nnot mak~ any rroves if sturted with 
a solution from the Teitz and Bart algorithm, because 1.t 
considers the same chanqes . The trade-off alqorithm con­
siders the suitability of each candidate, ar1d this may 
prevent it from locatinq each center optimally within its 
service dred. Accordingly, any of the other alqorithms may 
be able to move a center and reduce aqqrcqate distance . Such 
moves may make aqgreqnte suit«bility worse . The note that 
the trade-off algorithm cannot 1.mprovc its own so1l1tion 
assumes that the algorithm uses the same parameters in the 
trade-off function 1n both coses. ALLOC VI does not permit 
the algorithm to be "piqqybackecl" automatirally with differ­
ent sets of parameters. 
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considered standard, but the two forms of output 
tional, and a problem definition may request e1t 1t 
or both. One form or the other must be request 1 

have the service area population and oth• r info tin ab 
each center printed. 

Punching the p-Median Data Base 

The p-mectian data base consists of a control card and 
three decks of cards. The three decks of cards contain: 
the list of nodes and the distance matrix; the node popula­
tions; and, if the distance matrix is not square, the ID 
numbers of the columns of the matrix that represent candi­
date nodes . Figure III-1 illustrates a sample input deck 
for ALLOC V. 

1.0 CONTROL CARD (required) . 

1.1 

1.2 

In columns 1-5, punch the number of nodes 
of nodes (number of rows in the distance 
number will be referred to as N. 

1.n the 11st 
trix . This 

If the distance matrix is square, skip t 
wise, in columns 6-10, punch the number 
nodes (columns of the distance matrix). 
will be referred to as NS . 

1. . ther­
and i ate 

This number 

1.3 If the nodes are to have unequal populations, skip to 
1.4. Otherwise, in columns 11-15, punch the population 
to be given to each of the N nodes in the data b se. 

1.4 If you want the program to print the unweighte is­
tance matrix, punch 1 in column 20 . Otherwise, 1 ave 
column 20 blank. 

1.5 This field controls the symmetry check feature. If you 
are not using a square distance matrix, or if you do 
not want your square matrix checked for symmetry, skip 
to 1.6. 

During the symmetry check, the program looks for and 
prints every symmetry error in the distance matrix. To 
make the program attempt to correct any symmetry errors 
which it finds, and then solve p-median problems using 
the "corrected" data base, punch l in column 25 . If 
the program finds a symmetry error, it will replace the 
distance below the matrix diagonal with the dist~nce 
above the diagonal. If you have directed the program 
to print the unweighted distance matrix (1.4), it will 
print the "corrected" version, not the original. 
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If yo I w 1 l efer to have the proaram stop when it 
fins s, et e rrors, instead of tryinq to correct the 
errors 1n th ma nner, punch -1 in columns 24-25. The 
proqr~~ will int all errors in the matrix before 
stopp1n , an i t will not print a complete unweiqhted 
distance matrix ofterward . 

1.6 Column 30 controls the proqram's ability to recover the 
weighted distance matrix after it solves a problem with 
maximum oistance constraints. If this run of the pro­
qram does not contain any problems with maximum dis­
tance constraints, or if it contains only one such 
problem and that problem is the last one to be solved 
on the run, skip to 1 . 7. Otherwise , punch l in column 
30 . 

If you are running this program as part of the Geoqraphy 
Program Library at The University of Iowa Computer 
Center, skip to 2 . 0. Otherwise, you must supply job­
control lanquage (JCL) statements to define enough 
scratch space to store NxN (or NxNS if your matrix is 
not square) unformatted 4-byte inteqers on unit 1 . The 
program writes the intege r s onto the unit Nat a time 
( NS at a time if the distance matrix is not square) and 
rereads them into the weiqhted distance matrix each 
time it completes a problem with maximum distance con­
straints. If ALLOC V were run from a job library load 
module at The University of Iowa Computer Center, the 
necessary JCL would be 

//GO .FT~lF~~l DD UNIT=2314,SPACE=(CYL,(1 , l) , RLSE) , 
OCR= ( REC'FM=VS) 

1.7 In normal use, all input to ALLOC Vis from punched 
ca rds. If this is the case, leave the remainder of the 
control card blank and skip to 2.0 . 

To have ALLOC V read part or all of your input data 
from maqnetic tape or disk data sets, punch the input 
unit number for the data in the appropriate field from 
the list below . The data items in the list will be 
described shortly, at the reference numbers given in 
the 11st . 

Data Item 

Format for list of nodes and 
distance matrix * 

List of nodes and distance matrix 
Format for node populations* 
Node populations 
Format for list of candidate nodes* 
List of candidate nodes 
Problem definitions* 
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Columns 

31-35 
36-40 
41-45 
46-50 
51-55 
56-60 
61-6 5 

Reference 

2 . 1 
2 . 2 
3 . 1 
3 .2 
4.1 
4 • 2 
5 . 0 -
9.0 
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'I'h .. rr, lata iteJT1s must be standard, BO-column 
c..1r l I L , but the remaininq i terns may have lonqer 

r sh rter ·ard 0r r0c0rd lengths. All problem 
r~1 1t1 ata tor a run of the program must be read 

fr0~ 1 1 · e input unit during the run . If a data 
i tem 1, t Je read from cards, leave the field for 
that ite m bl~nk. If your nodes have equal populations 
(1.3 ) , the proqram will iqnore fields 41-45 and 46- 50 . 

2 . 0 LIST OF NODES AND DISTANCE MATRIX (required) . 

2 . 1 On the next card , punch a Fortran format to read one 
node ID number and the row of the distance matrix 
which corresponds to that node. 'I'he format must 
specify integer fields. 

As an example, assume that a distance matrix for t he 
99 c ounties in Iowa has been punched one row at a 
time, with the county ID number punched at the start 
of each row, and with each ID number and distance 
punc hed in a field of five columns . Each ID number 
and row of the matrix might require 6 cards of 1 5 
numbers each and one card wi th only 10 numbers. This 
ID number and row could be read using a format of 
(15I5) or a format of (6(15I5/),10I5) . If your matrix 
has been prepared by SPA (Ostresh, 1973) , your format 
is (1415). If your matri~ has been prepared by DIS­
TANCE (Chapter I), your format is also (1415) , and you 
should use the format card punched by that program. If 
you are using a square distance matrix , skip to 2.2 . 

The format for a row of the distance matrix must not 
read more than NS dis t ances (1 . 2) from the row. If 
yo ur cards for one row contain more than NS distances 
(for example, if you were reading from the cards of a 
s q uare matrix but not using all of the columns) , your 
fo rmat must skip distances to places that are not to 
be candidates . 

2 . 2 Th e remainder of this deck contains the node ID num­
ber s and distances to be read with the format . The ID 
number for each row of the matrix must be punched in 
a field preceding the distances for the row. If your 
matrix has been prepared by SPA or by DISTANCE , it 
meets all requirements of ALLOC V and may be used 
without changes . 

2.9 If your nodes have equal populations (1 . 3) , or if the 
distance matrix contains coefficients for a problem 
other than the p-median, skip to 3 .9. 

55 



3.0 NODE POPULATIONS (optional). 

3 . 1 On the next card, punc h a Fortra n forma 
card of the population deck. The f o rmat 
integer fields . 

st s 

For example, the population dec k fo r the 99 c o unti e s i n 
Iowa might be punched one population to a c ard, with 
the ID number punched in columns 1-5 and the p o pulatio n 
in columns 6-15 . The format for this dec k wo uld be 
(IS,!10) . If the populations were punc hed five c o unties 
to a card, with five columns for the ID number and ten 
columns for the population , the format f or the dec k 
would be (5(I5,Il0)) . 

3 . 2 The rest of the deck contains the node I D numbe rs a nd 
populations, punched together f or eac h nod~, with the 
ID number preceding the nod e population. y, rn

1
y 

punch more than one ID and populatio n pr Cdrd, s nq 
as you do not split a node ID and populati n between 
t wo cards, and as long as each card (ex ep possi bly the 
last in the deck) has the same number n ~0 ID numbers 
and populations . Node ID numbers and p pulati ns need 
not be in the same order as the ID n umbnrs in ~he list 
of nodes (2 . 2) . The program will place h•m in the 
proper order after reading them . 

3 . 9 If you are using a square distance matrix, skip to 4 . 9 . 

4 . 0 LIST OF CAND I DATE NODES (optional) . 

4 . 1 On the next card , punch a Fortran 
card of the cand i date node deck. 
specify integer fields . 

format t o r e ad one 
The forma t 1rust 

4 . 2 The rest of the deck contain s the ID numbers of the 
candidate nodes , punched to be read by the f ormat . You 
may punch more than one ID number per card, as lonq a s 
each card (except possibly the last) has the same 
number of candidate ID numbers . The candidate ID 
numbers correspond to columns of the distanc e matr i x, 
and t hey must be punched in the same order as column 
elements were punched to b e read from the distance 
matrix (2 . 1-2 . 2) . Thus , if the f i rst di s tance in each 
row of the matr ix was measure d from a node to a candi ­
date with ID number 25 , and the second distance in each 
row was the dist ance to candidate num ber 30, the first 
two cand i date ID numbers in the candi date list must be 
25 and 30 , in t hat order . 

4 . 9 This completes the p-median data base for a series of 
pro blems . 
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n ·h the Problem Definition Cards 

1·h bl jefinition consists of one control card 
an hr ·ks c ~rds. The three decks contain: 
10 · 1 1 r. nts; a list of centers to serve as a 
st ir n s ; and maximum distance constraints . Only 
the contro l c a r o and the list of centers arc necessary to 
d e f ine a pro blem. Each deck begins on a new card. Figure 
III-2 illustrates a sample problem definition. 

As many as one hundred problems may be defined on each 
run of ALLOC V, by adding as many problem definitions to the 
input deck as desired. 

The directions that follow (5 . 0-8 . 9) assume that none 
of the problem definitions involve the automatic construction 
of a hierarchy. Special instructions for constructinq a 
hierarchy appear in section 9 . 0 of the directions . 

5.0 PROBLEM DEFINITION CONTROL CARD (required) . 

5.1 In columns 1- 5, punch t he number of centers in the 
problem. 

5.2 Column 10 controls the algorithm to be used in solving 
the problem, and its value appears as MALG on the 
printed output . If you want the program to compute 
and print information about the starting solution, but 
do not want an algorithm to try to improve it , skip to 
5 . 3 . Otherwise, in column 10, punch the number from 
the following list that corresponds to the algorithm 
you wish to use. 

1 Maranzana algorithm 
2 Teitz and Bart algorithm 
3 Hillsman- Rushton algorithm , phase 1 only 
4 Hillsman- Rushton algorithm, phase 2 only 
5 Hillsman-Rushton algorithm , complete 

5.3 The next field controls the use of location con­
straints , and its value appears as ICON on the printed 
output. If you do not want to use any location con­
straints on this problem, skip to 5 . 4. 

If you did not use any location constraints on the 
problem immediately preceding this one , or if you 
did but want to change them for this problem , punch 
1 in column 15 and skip to 5 . d . 

If you used location constraints on the problem 
• immediately preceding this one, and want to use the 
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FIGURE III-2 Sample Problem Definition for ALLOC V 
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5.7 If you want information about each n 
est center grouped and printed in th 
area for each center, punch u 1 1.n 
this form of printed output . Otherw 
35 blank. The value punched in colu 
MNAP on the printed output. 

dpp clr .:.IS 

5.8 If you have a value of aqgregate (not 1verage) distance 
with which you wish to compare the aggregate distance 
for this problem, punch the value you wish to compare 
in columns 41-50. The prooram will make the comparison 
for the starting solution and for the solution at the 
end of each cycle of an algorithm. The comparison is 
made as the ratio of your aggregate distance value to 
the aggregate distance of the current solution to the 
problem. 

5.9 If you are not using any location 
problem, or if you are repeatinn th 
straints from the preceding proble~ 

6 . 0 LOCATION CONSTRAINTS (optional). 

I 

this 
n-

7 . 0 . 

Each card column of a location cons ~ l k r-
responds to one node in the list I h list 
of nodes contains more than 80 node::,, tht> 1. st 
column of the second card of the deck corresponds to 
the 81st node in the list, and so forth. 

A location constraint is imposed by punching 1 or 2 in 
a node's column . Punching l in the column will prevent 
an algorithm from moving a center to the 1101e. Punch­
ing 2 in the column will prevent an ulgo11.thm rom 
moving a center away from the node . Pun~hin O in the 
column, or leaving it blank, does not impos any 
location constraint on the node. For example, the 
locution constraints for a 26-node network might be: 

00000100000210000200110000 

This set of constraints would prevent an algorithm from 
moving a center to nodes 6, 13, 21, and 22, and would 
prevent it from moving any center located at nodes 
12 and 18. The other twenty nodes would have no loca ­
tion constraints, and the algorithm would be free to 
move centers to or from any of these nodes at any time . 

The program will print the location constraints at the 
beginning of the problem . 
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t n e matr1.x is square, skir to 7.0. Other­
h l note th t lo·1tion conslrainls must 

f r ( ch nol~ 1n the 11st f nodes, vcn 
f th0se may n t b und idc1tc nodes. If --i 

dn idc1te, thl.~ pr rim w1. 11 1 1nore 1ny 
nstr11nts pun·h~ l r 1t. Wl1c1, the proqram 

pri ts the 1 c.tl1on onst1 1ints ul the h0q1nning of 1 
µ1 b en, 1t \•,ill print n y the ·onstra1nts for the 
c nd 1 ate no es, 1.n thP )rdc>r th '1 t those nodes r1ppcared 
in th 11st f cnndidc:1tes (4. 0l. 

7. 0 S"'AR IING SOLL T lON ( 1 equ1. r:-cd) . 

7 . 1 In Fi lc1s f ~iv oll1rru1s, runch th~ ID numbers of 
your in1.t1.a 1 centE'r 1 1 ti ns. r f th, problem has 
mo1e than 16 ·enters, punch the 17th ID numh<"'r 1n t.he 
first f1.ve columns of a SE' and card, etc. The ID num­
bers 1y be punched in any rder. 

If y ur 1stance matr1.x 1s squa1 • skip to 7.9. 
w1s8, n te that the IL numbers of your 1n1t1.al 
1 t1 ns must. appe1r s mcwhE'rt in the list of 
dat nodes (4.0). 

OthPr­
cn ter 

·und i-

7.9 I dr.C not 1.mpos1n a set of cpec-1fi~ distance 
ints n this probleM (5.5), skip t 8.8. 

8.0 MAXIf-'UM DISTANCE CONSTRAINTS ( ption,31). 

8.1 I you want to 1n·pose the first maxifTl'JTTl d1stancc con­
stra1.nc bef re the 1lqoriLhrn tries to solve th 
problerr, leave the 4C1rst five c lllIT'ns f this d0c:-k 
bl nk. Otherwise, punch 1 1r r lurm 5 to have> the 

r1thm solve thu pr blem with ut ~ny max1~un dis­
nee 0'1strd1nt beforr> it 1.mposcs the first ne. 

8.2 cl mns 6- 0, p n·h the first m x1rnUJT1 distance 
nstraint t b~ impose r th1s pr bl In su·ce>0d-

1 f1.elds of five col mns, p n h ~ny nd 1t1onal 
imum 1stance ·onstr11nts, in ord0r f d~creasln1 

1 qth. If rare than fifteen c nstru1nts re to be 
iIT'p sed, punch ~he s1-.·te nth · nstr 1nt in olumns 
1-5 of a second car dnd ont1nue ~he 1 st of the 
constraints n thdt ard. 

8.8 This conpletes the def1n1ti no~ a problE'm. The 
control card to define ar1 dditional problem would t~ 
t,>laced 1mmed1.a telr· beh1 nd the 1 ast card for th 1 s 
problerr. 
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8 . 9 Following the las~ card for the last pr 
place a card containinq 99999 punched in 

9.0 AUTOMATIC HIERARCHY CONSTRUCTION (optional). 

l l 

Construction of a spatial hierarchy is requested by 
defining the lowest level of the hierarchy as though it 
were a typical p-median problem, and by punching the 
total number of levels in the hierarchy in co lumns 
36-40 of the problem definition for that level . The 
value punched in these columns appears as ~1UP on the 
printed output. Each of the remaining levels is defined 
as though it were a separate, typical p-median problem, 
except that no initial list of centers is supplied as a 
startinq solution for the upper levels. For the upper 
levels, the program selects a startin s 1 n r 
the first centers in the list of centers te at the 
preceding level. The number of level 1 h h1 r hy 
need not be punched in the definitions ~ th hi her 
levels. 

Although no maximum distance constraint 
on any level of hierarchy, location c 

b l p s •d 
b 

used if desired and may be repeated fr 1 
At the completion of the highest lev , h w r, ~h 
program removes the location constraint frow e ry 
candidate in the data base. If the first problem de ­
fined after the construction of a hierarchy is to have 
location constraints, it cannot automatically repeat 
the location constraints imposed on the hierarchy. 

l . 

The following example will construct a three-l~vel hier­
archy of ten, six, and two centers, using the Te1tz and 
Bart algorithm for the bottom two levels and lhe 
Maranzana on the highest. The node with ID number 49 
is to be forced into the lower levels of the hierarchy, 
and out of the third. 

10 2 1 3 

[A deck of location constraints qoes here, with a 2 cor­
responding to the node with ID number 49.] 

1 8 26 49 7 11 79 103 52 61 

[ID number 49 could be punched in any of the first six 
fields to be started in the second level of the hier­
archy . ] 
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[Th1 
6 C n 
lh 

-on 
rs 

lr t 

2 1 

-1 

l card tor the second 
d tepeat the location 
vel, to force node 49 

1 

level will locate 
constraints used on 
to have a center.] 

[This control c3rd defines the third level problem . 
A new deck o f l ocation constraints would go here, with 
a 1 f or the node havinq ID number 49, to force it out 
of solutio n. Because ID number 49 was not punched in 
the first two fields for the lowest level, it will 
not start in the third level . ] 

Error Conditions 

The fo ll owing conditions will produce an error message 
and stop the proqram. 

1. Syrr~etry errors in the distance matrix, if this 
form of symmetry check is requested (1.5). 

2. Appearance of the same ID number twice in the 
populations deck (3.0) or in the candidate node 
deck ( 4 . 0) . 

3. Failure to find an ID number from the populations 
deck (3.0) or candidate node deck (4.0) in the 
list of nodes (2.0). This may result from an 
erroneous ID number in the list of nodes, or from 
an error in the populations or candidate decks . 

4. Failure to find an ID number from the starting 
solution deck (7 . 0) in the list of candidate nodes . 
The most common cause of this error is a misplaced 
card in the problem definition cards (5 . 0-8 . 9) . 

5 . Maximum distance constraints (8.2) that are not in 
decreasing order . 

6. Specification of a distance matrix with more 
columns than rows (1 . 1-1.2). 

7. Attempt to impose maximum c1istance constraints on 
a hierarchy. 

8. Values greater than 2 in the location constraints 
deck (6 . 0) . The most common cause of t h is error 
is a misplaced card. 
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'jUM8£~ uf PL 4 CES I> <,9 
I l d 11 l 51l ) 402 1 ,. L 5H 
5 L 2 41 t, a;~ 1 422 8 dll 
'I l q ill I 0 1 1 bf I l q)) I l ])'>6 

l .I 1 b 1 14 YU4 15 7)4 lb Z8Rl 
I 1 1331 l 8 l 'll)5 19 l l 9 ti 20 54~ 
ZI I)) ll 8'> 1 2) 1081 24 ll~5 
25 Ill J z t, {'j5 21 )b5 ld Z3l8 
29 l 11 Y JO l 7 5 5 31 I ti 3 5 Jl 1205 
)) l 070 )4 39 3 JS lbO 7 31, I 09~ 
J, 1 b4 38 739 39 Hl 4 0 l37J 
41 91) 42 1 803 ,. 3 I 7 31> ,. ,. 6740 
45 1 0116 41, l I 4 4 .. , 733 48 1198 ,. 9 521 

l Or .tl wt I GHT IS 1,991, 2 

'LL <.9 NuJES 4R E ELICl8LE FOR SELECTION 4 S CENTERS 

o EICHftO DISTANCE " 4TRIX STORED O'j o,T, SET I F OR RECOVE-Y FO LLOWING WORK WITH 01Sf 4 NCE CONSTRAINTS 

PR08LEH N;JNSER I 

lOCU E I O CE N re RS 
HALG ICON 

2 0 
EFFIC I ENCY 

LI sr tlY DE "' ND 
CEN rER 

M4 LG2 
0 

WILL SE 

K~IT NM4P MM4P 
l O 0 

NHSUR EO 4 GAINST A 

'4 UP 
0 
VALUE OF 

,HIGHT D1Sf4'j:E • WEIGHT 4 VER AGE DIST 4NCf COST IF ORl)P PEO 

.... 111>86 141090 
)4 78 7d 3002 4 7 

J 966 I 232711 
28 So84 14095 2 

l 4lo0 1>6248 
" 2 il5e I 34093] 
}I 54 22 920t,t, 

8 42 ll2 l41>LOS 
9 29 91 0 LO 8547 )060 82 

FOR THE HSI :; N11EIH " HICH FOllOWSt 
I OT4l 1/E I GHTED 01ST4NCE IS 
.t VE~ • ~E DI ST ANCE ro NEARESI CEtH ER IS 11 11 ~3', 

25 

I 2 
38 
24 
25 
16 
40 
l 7 
3 .. 

0 
36 

5ltl'-"0 
585 l O 1 
440327 
l2 5HO 
l 50606 

<. 21 9811 
221182 
l 9891 ,. 
15 799 3 
23762 8 

l56l823 

I 



-.J 
0 

OEST 1"4110'1 CE.'llf~ WF ll>'il 0 I ST. DESIIN4IION CENTER IIEll.HT 0 IS I. 
I I I l 2 811 0 I I 2 I 592 54 I I 4 10 I 5 3<> 67 II 5 3 I z .. I 36 I I 7 34 4n 76 I I 8 8 819 0 I I 10 10 2 7 6 I 0 I I I I 8 ")) JS I I I 3 .. z 167 88 l I 14 4Z '104 60 I I lb 42 Zll'll 55 I I 17 ,. 4 l 33 7 JZ l I I~ I 0 I I 99 47 I I 20 10 ~46 38 I I 22 I 85 7 40 I I 23 31 I 081 18 I I 25 10 q13 31 II 26 10 155 67 l I ld l8 2)28 0 II 29 42 l l 19 29 I l JI 3 1 I 8JS 0 I I 32 34 1205 34 I I H 34 )93 0 I I 35 .... I bO 7 12 I I 37 }l 764 29 I I 38 34 739 bO I I 41) 6 lll:l 3J " 41 H 973 20 I I 43 ll I 736 29 II 4 4 44 6740 0 I I 4b H I I 44 22 I I 41 3 733 25 I I 49 )4 52 'I 43 II 

EFFIClt'lCY SlAIIHIC5 
'I O SI E•PE~D46LE CENTE~ IS 28 , ~HICH ~OULO INCRE4SE THE 08JECTIVE FUNCTION SY 

14Xl1 v" O l ,T4'1~E 1~4,tlEO IS 

IO T• L ME lt;HTEil ill STUlCE IS 
4VE~~(",E OISH·,ce ro l◄ EAREST CEtHn 

1$8 • FRO'i NOOE 

1112434 
l S 25 

13 TO CENTER 4 2 

0,68ll7'ol 
o.o 

OEST INAT ION CE'IIER wEI GHT 0 1ST. 

I I 3 3 40l 1 0 
I I b 8 345 65 
I I 9 9 2B I 0 
I I 12 28 3356 42 
I I 1 ~ 44 7 3 '> 38 
I I 18 ) 1905 55 
II 21 34 133 2D 
I I 24 H ll<i5 66 
I I 17 ij )!5 41 
I I 30 3 1755 37 
II 33 ~ .. lHO 31 
II 36 3 .. 109 5 28 
II 39 10 9ll 54 
I I 42 42 1803 D 
ll 45 42 1086 26 
ll 48 ~" 1U8 20 

1254 4 0 IF )ROPPEO "' THour REPLACEMENT 

~ATJO OF Qcr-ERE'ICE TO CJ~RE'IT V4LJE ur OBJECIIVE FU'ICTIJN JS 
~E~::E,I CH~'l~E 1'1 JjJf:IIVE FUNCTION FROH ST4Rl1NG SOLUTION IS 
PEi<CENI CH4'oGE 11• 06JECrtVE fi.lNCTION FROH PRECEDl'IG CYCLE IS 

----- - - ------------------- --- --------- ----------- ------- -------------- -----------
o.o 

------ - - ---------------------------------------------------------------·-----
,e,.;HIEO )ISf~'ICf '14 HIX TO BE 1R4NSFOR"~ED SY l~60l'>O IN 01sr•~cr CO"IST~41NT C4lCJL4T IO'IS 
;oLVE ?.JRE DIST4NCE .. ,~,~llUION PRO&Lf '1 BEFORE l'IP'.lSl'lj DISl4N:[ CONS TR"~r s 

IEJJl AND J4Rl 4L(",ORIT~H CYCLE l 

Ol D CENTER NEW CHHER 

;!~ .. I 15 7712 4 4 1 .. 3 4 I 4 2 )l 8 9 10 d b .,~· .. ,, 44 34 J 4 I ., l 3 I b q 10 b 1 1 110;.i~~ , 44 34 3 " 1 " ) t I l I 9 10 , 11 16 /l~ ~, "" 34 l .. I 4 2 l l I l I l 10 4 I 3 I bb,Jt,l5 4 4 \4 3 1 3 1 4 l ll I I ll 10 I l I 4 lt>~15 7S ~ .. 34 3 I 4 1 4 2 )l I I 1 2 1 I) 14 l t> 1581022 .... 34 1 16 l 42 31 I l l l 10 42 4S 1561823 44 34 ) 16 1 .. 5 31 I l 12 10 

II 
I I 
II 
I I 
I I 
I I 
I I 
II 
II 
I I 
I I 
I I 
II 
II 
I I 
(( 
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I I 4q ,)4 529 ,. 3 I I 

E ff IC ll NC Y S I l T I Sr I • S 
~OSI E, P('ILlASlE CEIHIR IS 4~, ,< ttlCH >IOULO (f,,CRfAS( IHE ::lllJFC II VE FUNCTl) 'j IIY 

,u q•11.1~ ul~TA'ICf lillVH~O IS 11, , fROH NOlJf 

TOT AL Mt I C,11 t O U I S I A 'IC [ IS 
•~E~AC.1; Ol~IA'ICE TJ .-.t-A~EST CUHER IS 

1~61823 
22 

1 TO Cf'j f fR 

MAI IO OF OlFERENCE TL CJ~~E"T VALJE Of 08JECT IVE FUN~TIJN IS 
>(PCtNI C•tl'<-,E I N OJJEC TI VE FUNCTION fRUH START I NG S".lLIIT ION IS 
PERCE'll CHA"j(,f IN OBJECT IVE FUNCIIOII ~ROH P~ECEOING C YCLE IS 

34 

l. 0000000 
I l .8625q 1z 
ll,ll8ZSq1z 

184450 I F ) ROPP:) ,1 THO.JI REPL 4CE ME NT 

- - - -- ------- ·--------------·---------------------------------------------------------
-------- - - -----------------------·· ------------------------------------------------------
TE I Tl ANO 84R T .t.LGORIIH'I CYCLE 2 

Ot l CE 'II ER Nl: w CENIER 

IJ [ NJ UF IEITl ANO 6ARI CYCLE 2 
rHE<(f o1 ERE CJ CHANGES OURIN-. THIS CYCLE 

CI\ IIIC.t.L OISIA",CE I S 

l(ITL l/10 t,4111 l LGORI T ➔M 

.JLD ce .., re11 

I 
l 

NE W CENTER 

l 
ll 

7J 

CYCLE 

11>147~J 
l 607 I '19 

END OF T EITZ Al\/0 6.<IPT CYCLf I 

I 

IHUI.E MtllE l CH4NGE > OUIII i,;_; THIS C~CLE 

L I ST dY OE'1 4'10 
C( 'I lfR ~EiC.H I DISHNCE • WE IGHT 

4., l ?i1 R 6 14 7')?0 , .. b 11 I ll 18 lS 
} 1U-,6 I ll/711 

lo 4'SJ 5hl)4 I 
/} ~¼ll lllJt.}b ,. s 6 Z ·,., lAc.?115 
H 5~ '1 ,~ ?20bb 
I I 60 .. 1 l881tt) 
ll 'WJO l~hO'IS 
10 4176 4~q)l 

4 4 
4 .. 

)4 
H 

•WfR ~GE O 1ST AHCE 

l l 
J J 
14 
12 
)4 
)O 
l I 
ll 
l 1 
11 

) 
j 

If, 
l b 

2 
Zl 

,, :; 
4~ 

COS T u )~ IJPP[ 0 

"I 114~'1 
l 4t·~c! lijS 
nTZT4 4 
l0 l 'it,4t'i 
7 1011>04 

I ~~4 5 U 
l ij'-14ld 

73~</lll 
l'l411)0 
l884•JS 

JI 
31 

1 I 
I I 

ll 
ll 

10 
10 

1 
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FOIi I ttE ASS I G'IMfl<I ,. ►◄ ! CH FOLLOWS: 
I OUL wf IG •HEO 0 1 sr,i.cE IS 11>02199 

&V EIU(;f DISI 4'1Cf rJ -.E4~ E\1 Cf-.TE~ IS 13 

HSTl\4110"4 CE,.11:R ~ ( I ~fl I .:>1s1. DESI 11◄ 41 ION C~~ IER >I t : l(;HT ) IS T. 

I I I ll 1A 11 40 II 2 12 ~ '12 It, 
I I 4 45 153b 55 II s l ll~l }b 

I I 1 22 4}2 41, I I 8 I I Bl? 35 
I I 10 10 l 16 I 0 I I l I I l 9 J) 0 
I I l) lb ,,, 1 )l II 14 lb '104 3 .. 
I I lb lb 2882 0 II I 7 44 I l JI )2 
I I I ~ I I I I 98 H, II 20 10 54b )8 
I I Zl 2l 851 0 II 23 31 1061 18 
I I ZS 10 81) 1l I I lb " 5 155 .. 7 
I I ld I l l ll a 4l II l '1 "5 I I I~ 111 
I I )I 31 I 835 0 II )2 Jt, 1205 34 
I I H H )?) 0 II 35 4 4 lb01 12 
I I 3 / l I 71,4 l? II 38 22 73; bO 
I I 40 I I 1 llO S5 II 41 34 91 l l0 
I I ,. ) H I 7)b 29 I I 44 ,. " b 1-.0 0 
I I 'ob 3., l I 4 4 22 II 47 3 733 25 
I I 4 9 H 529 41 II 

EFflC1Et1CY S l& IIHILS 
11 (1S I E• P,"4.148lf (.HI(~ IS t,S • ~HICH ~JULO l~CQf4SE Tei£ 08JE:TIVE FUNCII OII BY 

"'XI 'I UM O I ST 4'1(.~ IR4~ELEO I S bl> • FROM r,ooE 24 ro CE~fER 

I OT 4L ~ EIGHlfO orsrA,..CE IS lb0l19'1 
4Vt ◄ ~'.;E 015Tl'<C.t: 10 M4~ESI CENTER IS 2) 

~4f IIJ OF REfER.E'lCE TO CJl'.RE~I V4LJE OF ORJEC TIVE FUIIC llu'l IS 
PERCt"l CHA~vE IN OBJECI IVE fU~CI I ON FRJM 5 141\IING SJLJI 10'1 IS 
PEIICcNT CH4"GE I\ OoJE:I IVE FUNCTION FR0/1 PRECEOIIIG CYCLE IS 

) ,\ 

0.97443~7 
9. S 70 7 4l 7 

-2.b23SS80 

DE \ 11 N4 TI 011 CFNIER WE Iv HI DI ST. 

II ) ) 4Jl 1 0 
I I b l I d•S \0 
II 9 12 298 I 44 

I I I 2 l Z ])S ~ ., 
I I 15 ,. ,. 13 4 38 
I I 18 3 I 9J 5 55 
II 71 ] .. I l) zo 
I I 24 34 124 S bl, 
II 17 l 2 BS 41 
I I ]0 3 I 7S S 37 
11 )] " . IO 71) 31 
II 3b 34 10,s 28 
II 39 11 932 20 
II 42 " 5 13) 3 lb 
II 4 5 .. 5 I 086 0 
I I 48 "" 119 8 20 

184<,S0 IF DROPPED , ITtOJT REPL 4C E14 ENT 

----- --------------------------------------------------------------------------------------------------------------------------------------------- ---------------------------------------------------------------
TEITZ AN D 8 4Rf ALGOR ITHM CYCLE 2 

OLD C €NIER NEW CENIER 

END OF I Ell l 4N O 84R I CYCLE l 
I HE~E WERE O CH4NGES OUIHNG THIS CYCLE 

I 

II 
I I 
II 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
II 
I I 
II 
II 
I I 



-.J 
,c. 

r~E 4d0VE 4 ~51~~11E~r IS FE4516LE UNOE~ 4 015f4 NCE CONSTR4INT OF 

:EIHE~ LOC AflOl,S AT BECINNl~C OF PR011LE11 I 

,, ,. 3 ,, 3 213 I ~2 31 8 9 10 

LOCAi I ONS OF CENfEil5 AT ENO OF ALGORITH/1 

,.., 3 ~ 3 l<> 22 4 5 31 l l 12 10 

ENO OF PROtll EM l 

• EIG•HEO DIS TANCE 11ATRIX REREAD FRO l1 EKrERNAl SfORAGE 

IIEIC1HEO OHT 4NC( M4TR IJr: RERCAO FROl1 EXTEA NAl STOR4CE 

73 

I 



,J 

IJl 

P~OllEM NUMtltR 2 

l IIC• I t 

LULU 10'< 
0 0 O 
0 0 0 

I (.t'4 l11t\ 

co~SIRAl•ns 
0 0 0 0 
0 0 U 0 

LISI tlY (ENl(R'.; 

ll•l'Hl4Sl8LE, 
'.) 0 0 ;) 
0 0 0 0 

FO~ !Ht 4SSl l.. '<'4E>,l 1,IIIC-➔ fUI L0o/SI 
I [JI 4 L w E I v '" l J O I SI A ,ic I- I S 

'1Al '• I 1. ltN 

I I 
E f F I C 11- NC Y 

2 • C OtlS I RA I "IE 0 
0 0 0 0 0 
o o l o o 

lVER4,E vl,l.\',Ct TO "EAR(SI ClNl€R IS 
5)69441 

11 

11,\l ,,1 ,C,l(f f Nl'4i\P J11"4AP 

0 0 I l 
Will IIE ME4SUREO 4GAINS I 

IN I 
0 
0 

0 
0 

0 

0 
0 0 0 0 0 

MUI' 

0 
4 V4LUE Of 

0 0 0 

Cl'ITlR 10 44 •El~•H SERVf::l IS 52423 
CENTER IS 

WE I GH r • DIS U NCE IS 
73 

38J 1160 
4 VERAl..E Obi 4'1LE FRuM 4Ll0CAI I ON ro 
cosr If ORJP~tlJ Ill IHOclT Ri:?LACc'4ENT 
4 lLOC. •TI 0 '1 

NOJt • EIC.>1I OISHN:E 

I l 8 I I 75 
2 5'12 12 •, 

• l~Jo 74 
I, "., 14 7 
8 d I 'I 11 3 
f .?~nl 5) 

I 0 l lo 1 ~b 
I I QJJ I I I 
I 2 3 •sc. 73 
I 3 To 1 Q I 
l • 9J'• <ll 
I 5 I I., 33 
16 l ~H2 58 
I 7 I .ll 7 32 
I 'I I I 'dl 103 
20 ~., b 'h 
1l d ~ 7 11 S 
23 I 011 I I 3 8 
2s d I l 52 
Z b I~~ dB 
' 1 )'> ~ 98 
lij l J,""l:I a4 
l I I I I 'I IO 3 
3l I 8 J 5 120 
j} I u 10 3 I 
JS lo07 I 2 
} 7 n, 1 49 
3 ') 912 q 1 
<,Q I Jl J I 5 I 

,, ' 1 au 1 I I J 

IS '1<'>"2961> 

I 

46124 S 3 

0 0 0 



,J 

°' 

.. J I I Jo 12 0 .... b f',O 0 

.. s l 0116 12 l 
4,3 11q,3 20 

tt'tlfq 10 2 I WEIGHT SERVEO IS I H39 WEIGHT • 01 STANCE IS 1561661 

4 1 E~4GE 01Sf411CE fRO l'I 4ll0C4TIC.N TO CENTEII IS 8i 
:. CJ~ J I~ Dl\;JPl'f.0 " I !HO.Jr REPL4 CE '1 t'tT I S 201z99q 
4 LlU:UION 

liOJE _. E I G>H 0 IS UN: E 

J 4 Ol 7 12 8 
5 12 .. , l','t 
1 41 Z q6 

18 1905 83 
Z l 13) 0 , .. 12-.s 86 
30 I 1S 5 q I 
ll 1105 5 .. 
) .. J'j) 20 
Jb l O't~ .. 8 
)~ 739 80 
" I <,7J ',O 
4 b l IV, .. z 
4 7 Bl 153 
.. 'I 52 '; 2) 

fFFIC IH,CY STHISIICS 
11osr ElPE't048L( C.ENTfR IS ll, IHtlClt ,cOlJlO INCRf4SE Tlif O!IJECTIVE FuNCIIO ... BY 

!UX(i1\JII DIST4NCE IR4fflf0 IS 153, FRGi1 NIJOE 

I ;J T 4 l we t :;H TEO {I I '.; U tiC E I S 
~Yfk4(,f 0Vil41◄Cf 10 ·•~4~Esr CfNIH rs 

'dbJ',41 
11 

.. , ro Cf~T(II 2 I 

0.8590192 
o.o 

201299q IF )RO?PED WITHO\.IT REPL4(EHE'ff 

11arro UF q1;FEPEhCE TO (JPPc•n Y4LJF OF OO ... EC.IIVL fJ ◄CTIO•, IS 
~.~ .. e ... , CH4~GE IN JuJt: TI VE fu•,c TION fROII ST4RT P,~ SOlJr ION IS 
?ERCE'<T CH4'<GE IN OBJECT IVE FUNCTION fKOII PR EC.EOl'I'; CY:l~ IS o.o -- - ' --· - -------------------------------·--------------------------------------------------- ---- ------- -- ·---------------------------------------------- --------------- ------ ------------------
M4~411l4N4 4LGORITH i1 CYCLE l 

1 



-.J 
-..J 

) LO :E NrER 

2 1 

NE W CE NI EI\ 

) 

E '< O JF ,u~•-.z•,A c v;:LE 1 
I 111:IH ~ E~E 1 (.H ~'< US o ,JR ING IH I S CYc.LE 

l I H BY CENHRS 

f0M ! HE ASSICN~ EN I • HI CH FOLLO WS: 
I O TA l Wt l ~HTE~ DI STA NCE I S 
AVEHvE OIST U◄Cf TO NE lR E s r CE NI ER I S 

'-1> 12,.SJ 

"" 
Cf'<l€R I v •• wE l\,HI SERVED I S 
4/ ( U Ct O I STlNCE FROM ll l OCU I ON r o 
cus r If ORJPPED w lfHO<J I RE PL ACE ME'H 
l LLCX: l JI ON 

NO)E o' E I CHT O I SUN~E 

I l 81 1 75 
z S'll 12<1 .. IS H, 7 4 
t, 845 ... , 
b ti I Q 1 I 8 
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TCRE FOR LARGE P-MEDIAN PROBLEMS 

':'his h..ipt1:•r describes the m<."thod that ALLOC VI uses to 
store the p-rnedian data bdse, and describes a short program, 
UNRAVEL, that converts a distance matrix into this form . 

Storing the p-Median Data 
Base in ALLOC VI 

To this point, discussion of the p-median data base in 
the monograph has assumed that the data base would be stored 
as a matrix. This assumption was convenient for discussing 
the p-nectian problem. In addition, a matrix is aco~venient, 
easily explained means for preparing and storinq data. Por 
large problems, however, a matrix is an inefficient form of 
data storaqe. It is inefficient in that it holds more data 
--in this case, weighted distances--than are needecl to con­
duct an analysis. In this sense the matrix wastes core 
storage. In addition, if the program that <1nc1l yzes the data 
cannot distinguish between needed and unneeded data, it will 
perform unnecessary calculations . In this sense the matrix 
wastes computer time . 

Unnecessary Distance Data 

Chapter I mentioned one type of unneeded information : 
when a candidate node is excluded from the p - median data 
base, the distances in its column of the distance matrix are 
no longer needed . When a p-median problem is large, how­
ever, or even if it is a moderate-sized one of 150 nodes or 
so, the data base will probably contain other types of 
unnecessary data. 

For example, if the data base contains a large number 
of nodes and more than just a few centers, the longer dis­
tances in ~he data base are usually unnecessary . Consider 
an analysis that uses the townships and incorporated places 
of Iowa as nodes {Figure IV-1). At this scale of analysis, 
it is highly unlikely that a solution requiring Keokuk, 
Iowa to receive service from Sioux City would ever be con­
sidered an acceptable solution to the problem. Moreover, 
such a solution is unlikely to occur, given the distances 
involved and the distribution of population and activity 
within the state. Centers would almost certainly occur 
so~ewhere between these two nodes and permit them to receive 
service at a shorter distance. As the number of centers 
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in the problem increases, the likelihood of i 
ters would also increase, and the mux1.mum dis 
conduct the analysis would decrease. 

This maximum di stance is 1.mpl1.c1.t in th problem. 
the length of this implicit maximum distance were known, 1t 
could be treated as an ordinary ma>:J.mum distance constra1 nt. 
That is, distances greater than the implicit maximum con­
straint could be replaced by very larqe constants. A program 
could store th8 necessary distances and keep track of the 
constants 1n much less soace th3n needed to store the dis-• 
tance matrix. Although the size of the implicit maximWP 
distance constraint cannot be known with certainty until the 
optimization problem has been s01,,ea, its value can often be 
guessed at with confidence. To continue with the Iowa 
example, it may be known that no one will travel for more 
than an hour to receive a particular type o r 
Assuming thot distonces are measured using t an 
metric, this yields a maximum travel rad1us n e 
similar to that ill ust.t ated in Figure IV-1. s rom 
node I in the figure to candidates outsid~ r a 
are irrelevant. Even if one hour is suspec n to 
large a value for the implicit maximum dist n aint, 
it still can exclude a substantial portion nces 
from thG data base. This example is base n n unalysis of 
2990 nodes (Rushton et al., 1976). The full 1.s an' a rix 
contained 8,940,100 distances, but only 661,454 o th , or 
7.4 percent, were 55 miles or less. 

For many problems the use of an implicit maximum dis­
tance constraint will identify most of the unneeded distances 
in the data base. If a problem cont.1ins fixed centers, how­
ever, other distances may also be superfluous. tu~nino to 
the Iowa example, assume that Des Moines has a n as in 
Figure IV-2. This assumption may reflect the fat that Des 
Moines is known to offer a particular service and is likely 
to do so in the future. Alternatively, this assumption may 
reflect a requircn,ent that any statewide p~ttern f centers 
must have a center in Des .Moines. In either cas , the cer­
tainty that all solutions to the problem will have a center 
in Des Moines makes some distances unnecessary. Since each 
node will be served from its nearest center, no node will be 
served from a candidate when Des Moines is closer. In 
Figure IV-2, every node in the shaded region is nearer to 
Des Mojnes than to candidate j. Ignoring th~ distances from 
these nodes to candidate j will not affect the solution to 
the p-median problem. For a different candidate a different 
set of nodes would be affected. The principle here is 
easily extended to identfy unneeded distances if the problem 
has two or more fixed centers. All else beinq equal, the 
more fixed centers in a problem, the more distances will be­
come unnecessary. 
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Fixed~ •1t(r nd the implicit maximum distance con-
straint wil ntify unnecessary distances in every data 
base. bvi tall problems have fixed centers, and 
in soc ,sc portant question is whether an existing 
centt'r sh 1.1. o:r1 nue. In some problems, the implicit 
maxi~uM Jist nee .y be so large as to be useless. For 
example, the major population concentration in Wyoming is 
in one corner of the state , and a one-center problem would 
have to allow cross-state travel . Nevertheless , so many 
distances are irrelevant in most large problems that it 
becomes worthwhile to consider ways of storing and working 
with just the necessary distances . Indeed, if the problem 
has more than a few hundred nodes , reduc i ng the amount of 
data that must be stored may be necessary if the problem is 
to be solved at all. 

An Alternative to Matrix Storage 

Figure IV-3 illustrates an unweighted distance matrix 
and its conversion to another means of storing distance data . 

To illustrate the conversion, assume that the data base 
has ten nodes and that the problem to be defined can be 
solved within an implicit maximum distance of 20km . That 
is, all distances greater than 20km are irrelevant and may 
be discarded. For candidate nocte 1, these distances may be 
ignored. These distances are 26km in row 4, 40km in row 8, 
and 32km in row 9 . In addition, assume that node 6 is 
nearer to a fixed center, say at node 7, than it is to 
candidate 1. Then the 13km in row 6 may also be discarded . 
This leaves six distances to be saved . 

The six remaining distances may be placed in a list , as 
at the right of the figure . The distances could be in any 
order for many purposes, but ALLOC VI requires that they be 
sorted into ascending order and that the distance from the 
diagonal element of the matrix be the first in the list . To 
complete the conversion for the first column of the matrix , 
it is necessary to record in a second list where each dis­
tance carre from . This would be necessary regardless of the 
order that distances were stored in the first list . Thus, 
the 0km car-~ from row 1 , the 5km came from row 5 , the 8km 
from row 2, and so forth . 

The relevant distances from the second column of the 
matrix may be extracted, sorted, and placed in the list in 
a similar way, beginning immediately after the last dis ­
tance from the first column . Thus , the 0km came from row 
2, the 8km from row 1 , and so forth . Again, it is assumed 
that node 6 is nearer to a fixed center than it is to candi­
date 2 . 
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The result of this c onversion process is t(rmed d dis­
tance file. The part of the file that appl ies t each candi­
date is termed a distance string . Thus, the first six dis­
tances in the file are the distance string for the first 
candidate, and the next four are the string for t he s econu 
candidate. The complete distance file would c ontain a 
distance string for each candidate . 

In order to use the distance file, it is necessary t o 
know where each distance string begins and ends . This infor­
mation is recorded in an index file, as the number of dis­
tances in each distance string . For the first candidate in 
the example, the index file would note that the first string 
contains six distances . For the second, it would note that 
the string contains four distances, and so forth. 

It should be apparent from the preced inq d0script i on 
that a distance file and index file together require slight ly 
more than t wice as much core storage, per distance stored , 
as a distance matrix. The distance file thus snve s no 
storige unless at least half of the distances can be discar­
ded . This magnitude of reduction is fai rly easy to ach ieve 
in problems with many nodes and many centers . In the 2990-
node example cited earlier, the implicit maxinuM distance 
permitted roughly 93 percent of the distances to bediscarded , 
and the use of fixed centers eliminated even more distances. 
Even on a moderate-sized problem such as the 150- node , 21-
center test problem, a very loose implicit maximum distance 
constraint reduced the number of distances from 22,500 to 
9 , 188 . A smaller maximum distance, but one that was still 
larger than needed to solve the problem, reduced the number 
of distances further, to 4 , 844 . 

In addition to affecting the amount of storage needed 
for solving a problem, the implicit maximum distance con­
straint also affects the execution time of an algorithm that 
uses the distance file. Only the distances in the strings 
will be used in th~ algorithm ' s calculations. Reducing the 
number of distances in the strings reduces the number of 
calculations and therefore the time needed to s o lve the prob­
lem. Table II-3 reported execution times on the 150- node, 
21-center test problem using two implicit maximum distances. 
The maximum distance of 100 yielded a file of 9,188distances, 
and the maximum distance of 70 left 4,844 . ALLOC VI needed 
much less time to solve the problem when it used the smaller 
distance file. 

6ALLOC VI uses halfword storage for the row subscripts 
in t he distance file . When this type of storaqe is available 
the distance file will save storage if as few as one third of 
the distances can be discarded. 
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Although shorteni1g the r,axiii'um distance r s b t .. 
core storage and execution tine, it nust be re 
the maximum distance constraint was proposed as 
constraint . ':'hal is , solving the problem ui th 
constraint will yield the same solution as solving t~e pr b­
le~ with it . If the im?licit maxi.mu~ distance is made too 
small in order to save time and storage, it will become a 
binding constraint that affects the location of service 
centers and the ~attern of their service areas . There is 
thus a limit to the benefits of using the implicit distance 
constraint, and the r.1inimum size of the inpl ici t maxir:1t.L"l 
distance for a data base will often not be known until after 
a few problems have been solved . 

When a binding distance constraint is desired 1.n a 
problem , the form of the di.stance file makes such a con­
straint easy to impose . Earlier it \las stated thdt ALLOC VI 
requires the distances in each di.stance string t be sorted 
into ascending order . Consider again the example 1n Figure 
IV- 3 , w~1ere the implicit maxi.mum distance constraint was 
20km . ALLOC VI ass~~es that any distance n tin the 1s­
tance file 1.s an arbitrarily large number. This auses the 
algorithms in the i?rogram to treat t~1e impl1. it. >.1.!flum dis­
tance as though it were a real maxi.mum distance nstxaint 
on the problem . Since the implicit r.iaximum J1.stan·e 1s not 
a binding constraint , ALLOC VI ' s assumption does not feet 
the opt i mur.i solution to the problem . :-low assume that a 
problem 1.s to be defined so that no node is more than 16km 
from its nearest center . One way to impose the 16km rnax1.­
rnur.: distance constraint wou l d be t o place a very large 
number i n positions 5 , 6 , and 10 of the distance file. This 
is tne ec.;uivalent of what ALLOC v would do to a distance 
matrix. A r,ore efficient way , in terms of recoverin the 
original distances after tl1e problem has been solved, would 
be to reset the index file to record that the first string 
has only four distances and the second string only three . 
After the problem has been ::;olved, ALLOC VI can recover the 
distances more easily by recomputing the index file than 
by rereadi ~g the distance f i le . 

Several features of the index file require additional 
comment . First, the file contains distance ranges or ::lasses. 
In describ1.~g the conversion of a d i stance matrix into a 
distance f i le , the index file was assumed to have a single 
distance class of 0- 20km . I t would have been possible to 
defi ne addit i onal classes, such as 0- Skm, 0- l0km, 0- lSkrn, and 
0- 20 km, a nd to create an index file that recorded t:1e nlli7lber 
of distances in each class . In this example , t~e file would 
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, c.1111 6 for t:he first candidate and 1 , 
second . If the index fi l e is prepared 
s, the classes must be ordered from 

and each successive class must contain 
in the class that precedes it , as in 

ALLOC VI does not use multiple distance classes , but it 
was written to be compatible with other proqrams - -as yet 
undocumented--that do . A singlF> class , such as 0-20km in 
the e,:ample, would be adequate , and ALLOC VI could impose 
on a problem any distance in this class as a maximum dis ­
tance constraint . The input data for ALLOC VI must indicate 
both the number of classes in the index file and the maximum 
distance to be stored from the distance file--in this case , 
20km . 

A second feature of the index file is that it simulta­
neously defines both the l i st of nodes and the l ist of 
candidates for a data base. The preceding examples have 
assUIPed that al 1 nodes were to be candidates. t f a node is 
to be served but is not a candidate , the node must appear 
in the index file, 3nd it must record thdt the distance 
string for the node contains no distan·es . The distance 
file should not contain any string for a node that is not a 
candidate . Thus, if the first node in Figure IV-3 were not 
to be a ca~didate in the data base , the distance file to be 
read by ALLOC VT wou l d begin with the string for the second 
node . 

The directions for running ALLOC VI ond RETRENCH specify 
the precise order of the information in the index and 
distance files . If the program UNRAVEL is used to convert 
a distance matrix into distance and index files, the 
resulting files will be comple t ely suit~ble for use in 
these two programs . The structure of the files makes it 
easy to r0move dista.'1ces from the files but difficult to add 
dist ances to them . Both ALLOC VI and RETRFi'JCrI can remove 
distances from a distance file , but neither one can insert 
additional distances . For this reason , if there is doubt 
about how ldrge to make the implicit maximum distance con­
straint when preparing the files , it is preferable to use a 
<listance that is too large than one too small . I n addition , 
it is probably most convenient for analysts to treat every 
node as a candidate when the files are prepared . Th e pro­
gram RETRENCH can be used to remove candidates , shorten 
the implicit maximum distance constraint, and remove 
distances made superfluous by the use of fixed centers . 

The examples in this section have used only two methods 
to determine which distances to place in a distance file . 
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Other methods could have been used as well. 
the implicit maximum distance constraint mi 
node to node, or from cundidate to candidat 
the populations of one node could be preven 
acting with another by excluding the distan 

, 

from the distance file . UNRAVEL, ALLOC VI, and RETRENCH 
cannot use these methods to prepare distance and index files, 
but both ALLOC VI and RETRENCH can use these files in their 
analyses. 

Running UNRAVEL 

This section describes UNRAVEL, a program to convert a 
distance matrix into the distance and index files required 
by ALLOC VI and RETRENCH. It also gives directions for 
running the program . 

UNRAVEL reads each column of a dista 
fies those distances within a specified m1 1. 

en 1-

sorts them, and writes them in a machine­
use by ALLOC VI and RETRENCH. UNRAVEL pr 
sort adopted from Day (1972), but any sor 
could be used. The study that led to the 
ALLOC VI (Rushton et al., 1976) used a di 
based upon a bucket sort (Aho et al., 197 
sort would probably be more efficient than the 1.n 

, 

r 

ra 

UNRAVEL, but the code for that program was 1ns.ff1.c1.ently 
general to be included in this monograph. 

or 
ree 

It should be emphasized that UNRAVEL reads and sorts 
columns of a di stance matrix, not rows . When the distances in 
the matrix are symmetrical , as they are when computed by 
DISTANCE or by SPA, this distinction is irrelev n . If the 
distances in the matrix are not symmetrical, h w v r, and if 
the matrix has been used in ALLOC V, then the matr x must be 
transposed before it is processed by UNRAVEL. 

For compatibility UNRAVEL can be directed t create 
lndex and distance files as either formatted or unformatted 
data . ALLOC VI can read either type of data, but RETRENCH 
requires that the two files be unformatted. The files may 
be written on punched cards or other storage media . If the 
files are written as formatted data, UNRAVEL also creates 
the format cards that ALLOC VI will need to read them (Figure 
IV- 4) . A detailed description of the m~chine-readable output 
from UNRAVEL is given in the description of the input data 
for ALLOC VI . 

Input to UNRAVEL consists of a control card, a variable 
format card, and a formatted , square distance matrix (Figure 
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I - r dn rrnu~ m st be r~a from 
the tr1.:-: 1y be read from another 

by th on trol ca rd. W1 th the 
r1 blE" fornat ca rd, a 11 dat 1 dre to b, 

r1.1bles ml are to be right-1ust1.f1ed 
1 ·ls. The v1r able form1t should be 

, ror c nvcn1cnc~. 

1.0 ONTR L Cluill (rE"qu1.rcd) . 

1.1 n ·o mns 1-5, punch the number of nodes 1n the square 
d1.st1n matrix (rows or colunns). 

. 2 In ·ol nns 6-10, pun h 
1.n th0 1istance file. 
ic 1ult to 32000 . 

the lurqest distance to be saved 
If left blank, this value will 

l.1 I y 1r l utunce matrix is to be read from punched 
ar s, skip to 1.4 below. OthPr:-wise, in columns 11-

1 , pun h the' unit number or the tao , disk er other 
1. from which the ma tr ix is to be read . 

1.4 If your distance and index files are to be writt~n on 
punchc ·ards, skip to 1. 5 below . Ot.hi=>rwise, in 
olumns 16-20, punch the unit number for the tape, 

disk, r other medium on which the matrix is to be 
read. 

1 . 5 If you want your distance and index filPs written is 
formatted data, skip to 2.0 below. Otherwise , punch a 
1 1n column 25 to have these fil~s written as unfor­
matted data. 

2 . 0 F RJ1AT TO READ DISTANCE MATRIX ( requ11:cd) . 

2.1 n the next card, punch a Fortran format to read the ID 
nub rand distances in one column of the square dis­
tci.n matrix . This format must spe ify integer fields. 

As ~xamplQ, assum~ that a distance Matrix for thP 
99 c nties in Iowa has been punched one column at a 
time, with the county rD number punched at the start of 
th0 lumn, and with e~ch ID number and distance 
punch~d in ct field of ive ·olu~ns. Each ID number and 
olumn of the matrLx r1iqht r •guirc> 6 Cilrcls of 15 num­

bers each and one drd with only 10 numbers . This ID 
nu.~bcr and col~mn could be read using a format of (1515), 
or a f orIT' o. t o c ( 6 ( l 5 IS/) , 10 I 5) . 
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If your matrix has been prepared by SPA (Ostresh, 1973), 
your format is (1415) . If your matrix has been pre­
pared by DISTANCE (Chapter I), your forMat is also (1415) , 
and you should use the format card puncheu by that 
program . 

3 . 0 DISTANCE MATRIX (required) . 

3 . 1 The remainder of the input deck contains the node ID 
numbers and distances to be read with the format . The 
ID number for each column must precede the distances 
in the column. If your matrix has been prepared by 
DISTANCE or by SPA, it meets all requirements of 
UNRAVEL and may be used without change. 

Error Conditions 

The following condition will produce an error message 
and stop the program . 

1 . Request for the distance and irdcx files to be 
written on punched cards (1.4) but as unformatted 
data . 

Program Dimensions 

The array dimensions of UNRAVEL presently permit its 
use to reformat a matrix for 150 nodes. The comment cards at 
the beginn ing of the program give directions for changing 
the dimensions of t h e program arrays . With its current 
dimensions, UNRAVEL requires only 36 K bytes of core storage 
after it has been compiled . Core requirements will be somewhat 
greater i f the matrix is not read from punched cards, or if 
the index and distance files are not written on punched cards . 
In these cases, additional space will be needed for input and 
output buffers . For its present dimensions of 150 nodes, 
UNRAVEL requires 36K bytes of core if all input and output use 
punched cards . The use of disks or tapes may require small 
addi t ional amounts of storage . 
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Chapter V 

Jl,LLOC VT 

£S of ALLOC VI are different from those 
Jeneral fedtures described in Chapter I. 

t1 f this chapter is a description of these 
The description is followed by a description 

data and operatinq instructions for t'\LLOC VI . 

Differences between ALLOC VI and ALLOC V 

The differences between ALLOC VI and ALLOC V are of 
several types . First, ALLOC VI contains several features 
not found in ALLOC V. ror example, ALLOC VI permits use of 
the add alqorithm ~nd the trade-off algorithm described in 
Chapter II. Both of these alaorithms require data in addi­
tion to thdt which ALLOC V requires. In addition, some 
features of ALIOC VI were developed for one specific pur­
pose or another but are seen as potentially useful for other 
analyses as well. Thus, ALLOC VI has features that let the 
analyst consider the edqe of a study reqion. In addition to 
these er.hanc0ments to the general ALLOC features, the de­
sign of ALLOC VI for use on very large problems 1 ed to dif­
ferent forms of input and output . For exampl~ the method of 
preparin location constraint data for ALLOC Vis awkward 
for larqe numbers of nodes, and it encourages rather than 
discourages errors; it wr1s ech;-inqed in ALT.Or VI. Similarly , 
the use of distance and index files made some types of 011t ­

put easy to produce, and code was written to obtain them. 
The differences between the two proqrarns are discussed be­
low, first for the data base and then for the problem defi­
nition data required by ALLOC VI . The discussion assumes 
farr.iliarity with the qeneral discussion of program features 
1.n Chapter I. 

Before proceeding, however, it should be noted that 
ALLOC '.'I lacks two features found in AIJ.,OC v . It cannot 
use the "aranzana algorithm to solve a problem, and it can ­
not automatically construct a spatial hierarchy. 

Data Base Features 

ALLOC VI requires a title card as part of its data base. 
The proqram prints the title inform~tion at the beginning 
of the printed descript ion of the problem data base and at 
the beqinning of each problem definition . This makes it 
easier to identify the printed output from different job 
submissions. 

Chapter I noted that the ALLOC programs contain limits 
on the size of the population that may be used in a data 
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base . In ALLOC V this limit depends upon then 
nodes in the list of nodes and the largest we1 h 
tance: the product of these two numbers must n 
2,1477483,647 o r the algorithms may fail to fin1 Sll -

g ion. A similar limit exists in ALLOC VI, but it is c n­
puted using the number of d istances in the longest distance 
string instead of the number of nodes. For a given size of 
problem this permits the use of larger populations. If a 
data base exceeds this limit, dividing the population of 
every node by a constant will reduce the size of the largest 
weighted distance ·without affecting the definit ion or solu­
tion of a problem . ALLOC VI can be requested to scale the 
population in this manner, with the resulting population 
rounded to the nearest integer . When the range of popu­
lations in a data base is large, however, dividing the 
population by a constant may cause some of the smaller 
populations to be recorded as zeroes. The program will 
treat these nodes as "dummy" nodes in the printPd output. 

ALLOC VI can read a distance file and iITpose a tighter 
implicit maximum distance constraint on the data base. For 
example, assume that the distance file was created with a 
maximum distance of 100km and that all of the problems to 
be defined can be solved with distances of ?Ok~ or less. 
ALLOC VI will read all of the distances in the file, but it 
can be directed to discard those that are too large. Use 
of this feature causes ALLOC VI to store fewer distances 
and operate in less time. Tightening the implicit maximum 
distance in this way does not preclude or require the use 
of tighter maximum distance constraints later, when prob­
lems are defined and solved . 

To reduce the time needed for reading the p-~edian data 
base, ALLOC VI has been written to read the distance and 
index files and the node populations as either formatted or 
unformatted data. Unformatted files are read and proces­
sed more quickly than formatted ones, althoug h no tests 
have been done to determine how much time is saved with un­
formatted files. If either the index or the distance file 
is unformatted , the other must be. The populations may be 
formatted or unformatted regardless of the form of the dis­
tance and index files. If the populations are fo rmatted 
they may be in any order within the populations deck, as for 
ALLOC V. If the populations are unformatted, the popula­
tions must be in the same order as the index file and the 
list of nodes . The program RETRENCH, discussed in Chapter 
VI, will unformat a formatted population deck when it edits 
the distance file of a data base . 

If fixed centers are used to identify and eliminate un­
needed distances in the distance file, as discussed in 
Chapter IV, then the fixed centers must be made a part of 

7This number is machine dependent and may be larger or 
smaller on machines other than the IBM 360/65 on which the 
programs were developed. 

100 



the r •s lt1 t 1se. In addition, fixed centers may be 
?lac 1n ta ' c even if they have not been used to re-
duce th s1 f distance file. When a data base con-
tains ixr1 ~tcr , ALLOC VI automatically makes these cen­
ters p1rt f h tarting solution for every problem 
def1ni n. his li~inates the need to prepare the list 
as 1 p~rt of every starting solution, and it is particularly 
useful if~ large n milier of centers must appear in every 
problem. The section on punching the data base gives direc­
t ions for preparing the list of fixed centers. 

If the trade-off alqorithm is to be used to solve a 
problem, the data base must contain a measure of the suita­
bility of each candidate node. As noted in the discussion 
of the trade-off algorithm, the suitability scores must 
range from zero to one, inclusive. As with fixed centers , 
suitability information may be included in a data base even 
when the trade-off alqorithm will not be used . In addition 
to using the suitability information in the trarle- off al10-
rithm, ALLOC VI prints the suitability of each node in the 
starting solution and final solution for each problem. The 
suitability information is labeled "SECOND FACTOR" in the 
printed output. If no second factor information is read , 
ALLOC VI sets the suitability score of each candidate to 
zero. 

The final new feature of the ALLOC VI data base is its 
recognition that study areas have ed~es. For example, 
Figur~ IV-1 shows a study region , lowa, and several candi­
date nodes that lie beyond its borders . These candidates 
might have centers that could serve persons within the 
study region. It is also possible that some nodes might 
lie outside the study region and yet be served by centers 
within it. ALLOC VI requires that the list of nodes de­
clare whether or not each node lies inside the study re­
sion or outside of it. If no distinction is to be made , 
then all nodes must be declared to be inside . ALLOC VI 
uses these declarations to compute two sets of summary 
statisti~s for the starting and fin~l solutions to each 
problem. ne set is computed using all of the nodes in the 
data base, Jnd one is ronputed using only the nodes inside the 
study req ion. These statistics incl urle the aqqrega te and 
average distance for each group of nodes and the longest 
distance traveled by a node in each oroup to its nearest 
center. The longest distance from a node inside the study 
region may be to a center outside. 

The use of a study region edge within a data base 
affects only the computing and printing of these statistics. 
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It does not affect the operation of the algor ithms, the use 
of maximum distance constraints, or any other program fea ­
ture. The algorithms locate centers to minimize JJ reqat 
distance from all nodes in the data base to th 1r nearest 
center, not just from those inside the study reg i on . S1~1 -

larly, ALLOC VI applies a maximum distance constraint in a 
problem definition to all nodes, not just those inside. 

A node is designated as lying inside or outside the 
study region by means of an extra field on the index file. 
The program UNRAVEL assumes that all nodes fall inside the 
boundary of the study region when it creates index file 
records . A node may be declared to be outside by processing 
the index file from UNRAVEL and altering this field on the 
appropriate records. 

Problem Definition Features 

The basic elements of a problem definition ~or ALLOC VI 
are similar to those for ALLOC v. The de~ inition must 
specify the number of centers in the problem, a starting 
solution and, usually, an algorithm to sol ,e the prob lem. 
Location constraints may be imposed on a problem and mdy be 
repeated automatically for several problem definitions . 
Maximum distance constrai nts may be impos ed on a problem, 
and a constraint may be computed after a p oblem is solved , 
to try to improve the solution. ALLOC VI require s most of 
this information in different forms than ALLOC V does, how­
ever , and it also permits additional information in a 
definition . 

The form in which ALLOC VI reads location c o nst r aint 
data was designed to make it easier to keep records of the 
constraints imposed on a problem, and to be more convenient 
than ALLOC V when the data base contains many nodes . For 
example , when ALLOC V reads information to change even one 
constraint, it requires a list of the constraints f or every 
node in the data base, and it requires the list in a form 
that is susceptible to keypunching errors . ALLOC VI re­
quires information on location constraints only for the 
nodes whose constraints are to be changed, and it requires 
that constraints be imposed using the ID number of the 
node . Where ALLOC V assumes that constraints are to be 
cleared after each problem unless specifically requested to 
repeat them, ALLOC VI assumes that constraints are to be 
repeated unless specifically requested to clear or change 
them. ALLOC VI prints information about location con­
straints in a form that is easier to interpret than the 
one from ALLOC V. ALLOC VI may be requested to print the 
current constraints without changing them. 

The printed output from ALLOC VI differs slightly from 
that of ALLOC V. Unlike ALLOC V, ALLOC VI does not print 
information about the solution at the end of each cycle of 
an algorithm . It prints information only about a problem's 
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The add olgor1thm an prate 1n 1th r f tw des. 
Both rPquirc a Startin s lution conta1n1n t l st one 
center, and boLh require a control car t spc 1fy then 
ber of centers to be added to that solut1 n. In nL mode, 
the algor1tl1m op iatcs exactly as dcs~ribed in the earlier 
section on algorithms. That is, it adds the enter that 
giv,,s he new solution the lowest a r:cqatc distance, and 
it does so ,int i 1 1 t hns 1ddcd ht .. desired nunb r of cent rs 
to the star inq ol uti.on. In the s cond mode, · he us r 
t~lls the algor1 hm where to add ench cent h 
leave it in he solu ion or drop 1t after 1 
its service 1r0a is printed. 

Af er a center hos b~en added in eith 
prin s n 11st of the nodes 1n the new cent 
the population served, and he uggregate d 
entire solu ion. ALLOC VI may be directed 
list of nodes in the servict.: area ia machi 
on uni t 7. Table V-1 indicltes the conten 

' 

the service ar "'a list. tlachine-readable out1 t 
algorithm i~ contr.olled separately from the r st 
machin,~ - readable output. That is, request inq it from the 
odd algor1 hm will not 1>roduce the m1ch1ne-readable output 
described enrli •"r, nnd requesting the output des ·ribed 
erirl1er will not pcoduce machinc-1"ndablc output from the 
add c1lgo1ithm. A problem def1n1tion can request b th types, 
eithc1 , 01 ne1the1. 

Running ALLOC VI 

This section contains directions tor punch1n the data 
b sc cc1rds and problem rlefinit1on cards needed t run ALLOC 
VI. The d1r,,ct1ons that follow assume f~m1l1ar1ty with the 
fc 1tur.cs of the ALLOC programs t~escribccl in an earlier 
section and with th(• distnncc fj le, inrlex file, and proqram 
featu1es Just discussed. 

For convanienc~ the directions assume that all data are 
to he rci1d trom punched cards , but only tht::: title card and 
control cncd must actually be punched cards. The control 
cat·d indic.1tes to th, p1ogram whether remnininq ctc1ta are to 
be rend fr om punched cards 01· from other stornqe media. 

The titl"' cnrd and the three variable format cards in 
the dr1t: 1 base nt· t• 1ead as alphanumeric datn. The file of 
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Table V-1 

Machi n -readable Output from ALLOC VI 

Nwnber 
Level Information of Items 

1,2 problem definition nwnb~r, number 9• 
of centers, number of nodes, 
number of fixed centers, code 
for firLt algorithm, c ede f o r 
second alqorithm, maximum distance 
in data base, level of machine-
readable output, titl~ 

1,2 number of centers, position of each M+l 
center in the list of nodes 

2 population served by each center M 

2 aqgregate distance traveled M 
within each service area 

2 average distance traveled ~ 
within each service area 

2 expendability of each center M 

2 position of each node's nearest N 
center in the list of nodes 

2 position of each node"s second N 
nearest center in the list of 
nodes 

2 distance from each node to its N 
nearest center 

2 

2 

• * 

weighted distance from each 
node to its nearest center 

weighted distance from each node 
to its second nearest center 

number of nodes in the service 
area of a center added by the add 
algorithm, posi~ion of each of 
these nodes in the list of nodes 

N 

N 

K+l 

Format 

(715,SX, 
10A4) 

( 16 IS l 

(8110) 

(8110) 

(8Fl0.3) 

(18I5) 

( 16 IS I 

(16!5) 

( 1615) 

{ 8 I 10 l 

C8Il0) 

{ 16 IS) 

Source: r-ompiled by author. !-1 denotes the nurrber of centers 
in the problem, N denotes the number of nodes in 
the list of nodes, and K denotes thP number of 
nodes in the service area of a center added by the 
add algorithm. 

*The title is counted as a sinqle item. 
**Controlled separately from the rest of the machine-readable 

output. See text for discussion. 

105 



s uitability scores o r o ther sec ond fac t o r info r ~ l. n 1nl 
the parameters o f the trade-off alq orithm a r e r( d as re 11 
numbers . All other data are read as inteqers . The is­
tance, index, and population files may be rea d as formattel 
or as unformatted integer data . All f o rmatted integers are 
to be right-justified in their allotted f ie l ds. 

The section contains three parts . The first gives 
directions for punching the p-median data base, an d the 
second gives directions for punching cards to define and 
solve problems. The third section lists conditions that 
will stop the program or cause error messages to be printed . 

Punching the p-Median Data Base 

The p-median data base for ALLOC VI consists of a title 
card , a control card, as many as three format cards, and as 
many as five decks or files of information. The five decks 
co ntain: the index file; the distance file; the node popu­
lations; a list of fixed centers; and the suitability or 
second factor of each candidate node . Fiqure V-1 illus­
trates a sample input deck for ALLOC VI. 

1.0 TITLE CARD (required). 

In columns 1-40, punch any desired title informa tion . 
This title will be printed at the start of each prob­
lem , and it will appear in the header record of any 
machine-readable output. 

2 . 0 CONTROL CARD (required). 

2 .1 In columns 1-5, punch the number of nodes in t he l ist 
of nodes (number of rows in the oriqinal distance 
matrix). This number will be referred to as N, and it 
will appear in the header record of any machi ~e -reada­
ble output. 

2 . 2 If you obtained your index file from the program UN­
RAVEL or the program RETRENCH, punch a 1 in column 10. 
Otherwise, in columns 6-10, punch the number of dis­
tance classes in your index file. 

2.3 In columns 11-15, punch the longest distance to be 
stored during this submission of the program . ALLOC 
VI will read every distance from the distance file, 
ignore any that are greater than this maximum, and 
compute a new index file for the shortened distance 
file. If all distances from the distance file are to 
be stored, this field must contain a distance equal to 
or larger than the longest distance in the file. 
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· h tw 1 In th1 , 
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1 k th 1oi 1 

' 
1n pun th l' 

whi l w1ll t: 

] h il t t re p I 

1 ovc J -40 k f lp • 9 . 
1n l I 'I -40, pun th np t unit n 
whl. h h i 111 b(: r 

If th n r l h l pp l .l n kip 
t, 2 . 11 . 

Thl 
b, 

1 1 • l pop l t 1 n rt t 
la<i' nn'tt t1. I' h pp-

1 ' r unform , l v lwnn 41- • bl 1k 
2.10. 0th r,,.-i ';l, th popul tion 1.: 

ti, nd you mu upply th pr rum with ~ 1 

Wl h whi h o r nd the p pul 1 n fll~. ln thl. s , 
pun h in lumns ,l-15 th• input un1 number f:r.: m ,..hi h 
th• form t fo1 · h n J popul t 10n file wi 11 l r 

2.10 lt th p tUJ t:.ion (ll 1 to I 1 d from punch ... dc , 
olumn. 16-S0 I l ink 1nl k i p o 2.11. OtJ1 

lumn 46-50, 1 llll h th input unit n UT\bOl fr 
h h popul tin fll w1ll b , re 
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2 . 11 If you r data 
l e 1 e C' 1 rrn 
w1s ' , if' ol 1 

fr m wh1 h th 

~snot contain any fixed centers, 
1-55 bl a nk and skip to 2.12. Other­
s 51-55, punch the input unit number 
list of fixed centers is to be read. 

2.12 If your latl a se does not contain a second factor 
file , 1 dVE' l urnns 56-60 blank and skip to 2.13. 
Ot h e rwi se , punch in columns 56-60 the input unit 
number from which the second factor file is to be 
read. 

2 . 13 If your problem definitions are to be read from 
punched cards, leave columns 61-65 blank and skip to 
2 . 14. Otherwise, punch in columns 61-65 the input unit 
number from which the program is to read your problem 
definitions. 

2 . 14 If your index and distance files are t1nformatted (2.6), 
skip to 4.0. 

3.0 FORMATS TO READ INDEX AND DISTANCE FILES (optional) . 

3.1 On the next card, punch a Fortran format to read the 
information for one node in the index file. This for­
mat must specify five integer fields, plus one integer 
field for each distance class in the index file. An 
example would be (I5,I8,2I7,3X,I2,3X,I4) for a file 
with one distance class. If your index files wPre 
created by UNRAVEL, your format is (618). 

3.2 On the next card, punch a Fortran format to read the 
distance string for one node in the distance file. An 
example would be (I4I5), the format for files created 
by UNRAVEL. 

4 . 0 INDEX AND DISTANCE FILES (required) . 

4.1 The contents of the index and distance files were des­
cribed in an earlier section, with an example . The 
contents of these files are listed briefly here. If 
your files were prepared by the program UNRAVEL or the 
program RETRENCH, they match the descriptions below 
and you may skip to 4.9. 

4.2 For each node in the list of nodes, the index file 
must contain: 

1 . The sequence number (row number of the origi­
nal distance matrix, or position of the node 
in the list of nodes) of the node. 

2. The ID number of the node. 
3. Any integer value. } These values are read 
4. Any integer value. but ignored. 
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5. A 1 if the node is conside r e d t~ be inside the 
study region; a O if it is considered to be 
outside. 

6. The number of distances in the first distance 
class; 0 if the node is not a can d i date . 

7 . The number of distances in the second dis­
tance class; 0 if the node is not a candidate. 

Continue for as many distance classes as the file 
contains, to a maximum of eleven classes. 

The information in the index file must be provided in 
the order above . If your index file is unformatted, 
and you are running the program under IB~ Fortran, 
items 1, 2, 3, and 4 must be four-byte integers and 
the remaining items must be two-byte integers. 

4.3 For each candidate node in the list o f nodes , the dis­
tance file must contain: 

1 . The sequence number (row number of the oriqi­
nal distance matrix, or pos i~ i on of the can ­
didate in the list of nodes) of the node . 

2. The diagonal element of the >riqinal distance 
matrix for this candidate . 

3 . The row n1.llllber of the node nearest t o th i s 
candidate. 

4 . The distance to the node in 3 above. 
5 . The row number of the node second nearest to 

this candidate . 
6 . The distance to the node in 5 above. 
Continue for as many nodes as there are within 
the string . 

The information in each string must appear in the 
order above . 

There must not be any string in the distance f ile if 
a node is not to be a candidate node in the d atabase. 

If your distance file is unformatted and yo u are run­
ning the program under IBM Fortran, all items in the 
string must be two-byte integers . 

4 . 4 The program reads the index and distance files in 
alternating fashion starting with the index for the 
first node in the list of nodes, followed by the dis­
tance string for the first node (if the node is a 
candidate), followed by the index for the second node 
in the list of nodes, and so forth . If both files are 
read from the same input unit, as from punched cards, 
the data on that unit must be organized in this same 
fashion , as : 
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'-1.rst n de 
irst nod€' 

se· nl node 
r se·ond node 

, with str1nqs milted for nodes that are 
n t t s. If 'he files ar-~ on scpc1rate input 
units, thE' elements of the files need only be in the 
order of the list of nodt.•s . 

4.9 If your nodes have equal populations (2 .4 ), skip t o 
6.9. If your population file is unformatted data 
(2.9), skip to 6.0. 

5 . 0 FORMAT TO READ NODE POPULATIOi,J FILE (optional). 

On the next card, p\lnch a Fortran format to reacl one 
Cdrd of the population file. The format must spec ify 
integPr fields . 

For example, the population file might be punched one 
population to a card, with the ID number punched in 
columns 1-10 and the population in columns 11-20 . The 
format for this deck would be (2110). If the popula ­
tions were punched four to a card, with ten columns 
each for the ID number and population, the format for 
t-hc file would be (8I10) or (4 (2110)). 

6.0 NODE POPULATION FILE (optionnl). 

6.1 The node population file contains the node ID numbers 
and populations punched toqether for each node, with 
the ID number preceding the node population. You may 
pm h more than one ID and population per c.:i. rd, as 
1 n as you do not split a node ID and population be­
twPen two cards, and as long as each card (except 
possibly the last 1n the deck) has the same number of 
node ID numbers und populntions. If the population 
file is read as formatted data (2.9), the node ID num­
bers nd populations need not be in the same order as 
the node ID n1.Dllbers in the index file (4 . 4). The pro­
oram will place them in the proper order after it 
reads them . 

If your node population file is read as formatted data 
( 2 . 9 ) , skip to 6 . 9 . 

6.2 When the population f1.lP is unformatted, the node IO 
nu!'lbers are read by the program but ignored , and the 
populations nust be in the same order as the node ID 
nlln'bers 1n the1nde;.: "1.le. 
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Jf you are runninq the ptoqram under IB 
items in an unform~tted node po~ulation 
four-byte inteqers . 

' 
b 

6.9 If your data base does not contain f ixed centers 2 . 11) , 
skip to 7.CJ. 

7.0 LIST OF FIXED CENTER LOCATIONS (optional). 

7 .1 Fixed centers may only be located at cand idate n odes . 
Using one card for each fixed center, punch the ID num­
ber of the c andidate where it is located in columns 
2-10. The ID numbers need not be in any particular 
order. Column 1 of each card must be blank. If fixed 
centers are used by the proqram RETRENC t pr par 
the distance file for this data base, RET C will 
punch the list of fixed centers on car~ sin the 
format required by ALLOC VI . 

7 . 2 On the c ard following the last of the ~ixe enter 
locations, punch a 9 in column land ve the r st of 
the card blank. A sample list of thrc ixc enters 
loc~ted at nodes 1005, 1009, and 1021 w ul be : 

9 

1005 
1009 
1021 

7.9 If your data base does not have a file of second factor 
values {2 . 12), skip to 8.9. 

8 . 0 SECOND FACTOR FILE (optional) . 

8.1 Second factor values are punched in fields of six col­
umns, thirteen fields per card. Each field corres­
ponds to a node in the list of nodes. The first field 
on the first card corresponds to the first node in the 
list, the second to the second node, the first field 
of the second card to the fourteenth node, etc. If a 
node is not a candidate node, its field in the second 
factor file may be left blank. 

Second factor values must lie within the range from 
zero to one, inclusive. They are real values, not 
necessarily integers. If the second factor values 
are punched without a decimal point, the decimal 
point is assumed to fall between the second and third 
column of each field. If the values are punched with 
a decimal point, the decimal point may fall anywhere 
in the field. 
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8 .9 ~his pl t s the p-median data base for a series of 
pr b~e s. 

P nch1 1 the Problem Definition Cards 

Each problem definition consists of one control card 
and as many as five decks of cards. The five decks contain : 
parameters for the trade-off algorithm; location constraints; 
a list of centers to serve as a starting solution; maximum 
distance constraints; and information to control the add 
algorithm. Only the control card and the list of centers 
are necessary to define a problem. Each deck begins on a 
new card. Figures V-2 and V-3 illustrate two problem 
definitions. 

As many as one hundred problems may be defined on each 
run of ALLOC VI by adding as many problem definitions to the 
input deck as desired. 

9 . 0 PROBLEM DEFINITION CONTROL CARD (required) . 

9.1 In colwnn s 1-5, punch the number of centers in the 
starting solution, including any fixed centers ( 7. 0) 
For example , if the data base contains three fixed 
centers and you want to locate fourteen additional 
centers, punch 17 in colunms 4 and 5. 

9.2 Colwnn 10 controls the algorithm to be used in solving 
the problem , and its value appears as MALG on the 
printed output. If you want the program to compute and 
print information about the starting solution, but do 
not want an algorithm to try to improve it, skip to 
9.3 . Otherwise, in column 10, punch the number from 
the following list that corresponds to the algorithm 
you wish to use . 

1 Teitz and Bart algorithm 
2 Hillsman-Rushton algorithm, phase 1 only 
3 Hillsman-Rushton algorithm, phase 2 only 
4 Hillsman-Rushton algorithm, complete 
5 Add algorithm or add selected centers 
6 Trade-off algorithm 

The value of MALG will appear on the header record for 
machine-readable output. 

9.1 Colwnn 15 controls the use of location constraints, and 
its value appears as ICON on the printed output . If 
you want to clear an existing location constraint, 
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change any existing location constraints, r print a 
list of the nodes that have l ocation constraints, punch :!. 
in column 15. Otherwise, leave columns 11-15 blank 
and the program will use any location constraints that 
were used on the preceding problem. Note that this 
differs from the method of repeating l ocation con­
straints in ALLOC V. 

9.4 The next field controls the use of a second algorithm 
on the problem, and its value appears as MALG2 on the 
printed output. If you do not want to use a second 
algorithm to try to improve the solution obtained by 
the first, skip to 9.5. In addition, if the problem 
definition will include maximum distance constraints, 
the program will not use a second algorithm on the 
problem, and you should also skip to 9.5. The value o= 
MALG2 will appear on the header record for Machine­
readable output . 

In column 20, punch the number corresponding to the 
second algorithm that you wish to use o, the problem, 
using the list at (9 . 2) . The second algorithm will use 
as its starting solution the solution obtained by the 
first algorithm . 

9.5 The next field controls the use of max imum distance 
constraints, and its value appears as KRIT on the prin­
ted output. If you do not want to use any maximum 
distance constraints on this problem skip to 9.6. 

9 . 6 

If you want to impose a list of specific maximum dis­
tance constraints on this problem, punch in columns 
24-25 the number of constraints to be imposed. No more 
than 30 maximum distance constraints may be imposed on 
one problem . 

If you want to solve the problem, find the lonqest 
distance from any node to its nearest center, and impose 
a maximum distance constraint on the problem j ust less 
than this longest distance, punch the change in the 
longest distance in columns 21-25 . For exarrple, if you 
want the longest distance reduced by 1 distance unit, 
punch -1 in columns 24-25 . To reduce the longest 
distance by 2 units, punch -2, etc . After computing and 
imposing this constraint, the algorithm will try to meet 
it . Only one distance constraint may be computed in 
this manner for a problem . 

Column 30 controls the 
their nearest centers. 
appears as NMAP on the 

printing of the list of nodes and 
The value punched in column 30 

printed output. If you want the 
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proqram t p 
c nters, pun~ 
colurrn s 26 - 0 

t the list of nodes and their nearest 
a 1 in column 30 . Otherwise, leave 

b lank . 

9 . 7 Co!UIT1n ~ co rols the printing of t h e list of nodes 
in each e>nt 's service area, and its value appears 
as r-t"'l.AP on th printe d output . I f you want this infor­
ma t i o n p r inted , p u n c h a 1 in column 35 . Otherwise, 
leav e c olumns 31 - 35 blank. 

9 . 8 Col umn 40 c o ntrols the pruduction of machine- readable 
output for this problem , a nd its value appear s as MACH 
on the printed output . If you do not want any machin e ­
readable output from this problem , s k ip to 9 . 9 . 

If you want only the problem header car d , number of 
centers, and list of centers written in machine- readabl e 
form, punch a 1 in column 40 . 

If in a d d i t ion to the problem header card, number of 
c enters, and list of centers you want additional 
in for matio n in machine- readable form, punch a 2 in 
c olumn 40. If you use MACH =2 , it is recommended that 
you specify output unit 7 as a tape or disk data set , 
rathe r than as punched cards . The value of MACH will 
appear o n the header record for machine-readabl e out­
put. 

9.9 If yo u have a value of aggregate (not averaye) disLance 
with which you wish to compare the aggregate distance 
for this problem , punch the value you wish to compare 
in columns 41-50 . Th e prog ram will make the comparison 
for the starting solution and for the final solution 
to each problem. The comparison is made as the ra t io 
of your aggregate distanc e value to the aggregate dis­
tance o f the current solut i on to the problem, times 100. 

9 . 10 I f you are no t using the trade - off algorithm on this 
prob l e m, skip to 10 . 9 . 

10. 0 PARAMETERS FOR TRADE- OFF ALGORITHM (optional) . 

10 . 1 Punch t he value of parameter a of the trade- off function 
(Figure I I- 3) in col umns 1-6 , -with a decimal poi nt in 
in colurnn 3 . 

1 0.2 Punch the value of parame t e r b o f the trade-off func ­
tion in columns 7 - 12 , wit h a decimal point in column 9 . 

10 . 3 Punch the value of parameter c of the trade-off func ­
tion in columns 13- 18, with a-decimal point in column 1 5 . 
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tl r 10.4 Punch the value of par.:uneter 
t1on 1n columns lY-24, with a 
21 . 

1.m l p l 

10.9 If you 1e not clear1n , chan inq 
location constraints on this pr bl 

r pr1 
, skip 

11. 0 LOCATIO l CONSTRAINTS DEC} (opt::l. nal). 

11.1 The first card of the locution const· ints de k 1s a 
control card. This card specifies wheth•r r rot the 
proqram is to clear cxistinq location constr11n~s; 
chanqe existing location constrains or lmpose new on~s; 
or print lists of the candidate nodes havi.n location 
constr ints . These operat1 ns hl ll be performed befor 
sol,·ino the problem. You m.:iy request 
the three operations without having o 
them, but you may request all thre~ 1 
example of a location constraints deck 
below. 

11.2 If you want to clear th~ location con 
nodes before do1nq anything else, pun 
9-10 of the control card . Otherwise, 
of the control card blank . 

11 . 3 If you want to change the current location nstra1 ts 
for any candida es, or if yoti have cleared the existing 
location constr~ints (11.2) and wish to impos~ new ones 
for this problem, punch -1 in columns lQ-20 of the 
conLlol card. Othcn·1 se, leavl! columns 11-20 o the 
control card blank . 

11.4 Ii you wan the program to prinl ~ list oft 
nodes having location constraints for this pr 
punch -11n columns 29-30 of the cont1ol cnrd. 
leave columns 21-30 of the control card blank. 

nd1datc 
m, 

therw1.se, 

If you are not chanqinq locat1on constraints or 1..mposing 
new ones for this problem (11.3), skip to 12.0. 

11.5 Location constraints a1e chunged , or new ones imposed, by 
sp0cify1nq the type of constraint and following 1t with 
a list of the 1D numbers of the candidates to receive 
that constrnint . Location constraints types are identi­
fied by a 0, l, or 2. 

A constrnint of O cleE\rs an existing constraint from a 
candidate node, and permits an alqorithm to move a 
center to or lrom any node having this type of constraint. 
All candidates are given a loc«Jt1on constra int of 0 

l l 8 
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when the: dd 
(except th 
loc-at1 '1 r-0n 
c l 0 are d ( 11 . 

base is set up, and all candidates 
having fixed centers) are given a 
raint of O when location constraints are 

A location nstraint of l will prevent an algorithm 
from moving a center from a candidate, and a location 
constraint of 2 wi ll prevent an algorithm from moving 
a center to a candidate. (Note that this is the 
opposite of ALLOC V's us~ of location constraints. ) 

11.6 For each group of candidates to receive a constraint , 
punch the type of constraint in column l of the card, 
and punch the ID number of each candidate to receive 
the constraint in columns 2- 10 of a separate card . You 
may use as many groups of candidate nodes as you wish . 
In column l of the card following the last ID number 
of the last group , punch a 9. 

11.7 As an example, assume that nodes with ID numbers 7 , 13, 
and 48 already have location constraints of type 1 from 
a previous problem defin i tion , and t hat these are the 
only nodes that had constraints in that problem. A 
deck to change the constraints might be 

0 

1 

2 

9 

7 

29 
6 

13 
17 

-1 -1 

This deck will clear the constraint from node 7; impose 
a constraint of type 1 on nodes 6 and 29; replace the 
constraint of type 1 on node 13 with a constraint of 
type 2; and impose a constraint of type 2 on node 17 . 
After imposing these location constraints , the program 
will print a list of candidates having constraint type 
0 (7 and , in this example , all candidates except 6, 13, 
17, 29 , and 48), constraint type 1 (6, 29, and 48), and 
constraint type 2 (13 and 17). 

12 . 0 STARTING SOLUTION (required). 

12 . 1 In field s of ten columns , punch the ID numbers of your 
initial center locations , except for fixed centers. 
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Thus, if the data base contains three fixed centers, 
and you wish to find locations for an additional 
fourteen centers, punch only the ID numbers for the 
fourteen. If, as in this c ase, you must punch locations 
for more than eight centers, punch the ID of the ninth 
location in the first ten columns of a second card . 
Use as many cards as necessary . The ID numbers may be 
punched in any order. 

Note that your initial center locations must be candi­
date nodes and must not contain ID numbers for fixed 
centers . 

If you are using the trade-off algorithm to solve this 
problem (9 . 2), the starting solution should contain the 
ID numbers of the candidates that have the highest 
suitability or second factor values . 

12.9 If you are not imposing a set of specific distance 
constraints on this problem (9.5), sk p to 13 . 9 . 

13 . 0 MAXIMUM DISTANCE CONSTRAINTS (optional) . 

13.1 If you want to impose the first maximum distance con­
straint before the algorithm tries t o solve the problem, 
leave the first five columns of this deck blank . Other­
wise, punch 1 in column 5 to have the algorithm solve 
the problem without any maximum distance constraint 
before it imposes the f irst one . 

13.2 In columns 6-10 , punch the first maximum distance 
constraint to be imposed on this problem. In succeeding 
fields of five columns, punch any addition ~! max i mum 
distance constraincs , in order of decreasing length. If 
more than fifteen constraints are to be imposed , punch 
the sixteenth constraint in columns 1-5 of a s econd card 
and continue the rest of the constraints on t hat card . 

13 . 9 If you are not using the add algorithm on this problem, 
skip to 14.8. 

14.0 INPUT TO THE ADD ALGORITHM (optional) . 

Input to the add algorithm consists of a control card, 
followed by an optional list of locations where centers 
are to be added . 

14 . l In columns 1-10 of the control card for the add algo­
rithm, punch the number of locations at which the algo­
rithm is to add centers . 
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-;~------------------------------------------

14.2 This f 1 • ld 
·h n I . nt .... .., l 

luMn ) . 
hav • ~ 11 
~ r lhE 

trols the way that locations are to be 
adrl1tional centers . If you want to add 

c1f1c candidate nolles, punch al in 
herwise, leave columns 11-15 blank to 

ri thm find the best 1 oca tions, 1n sequencl 
rs . 

14.'3 This field controls the output to be printed after all 
centers have been added . To suppress the standard 
output (list of centers , swmnary statistics and, 
optionally, list of nodes, list of service areas, and 
machine-readable output from q_6-9.8) punch a 1 in 
column 20. Othenvise , leave columns 16-20 blank to 
have the standard ot1tput printed. 

14.4 This field controls whether the proqram will punch the 
list of nodes 1n the service area of ea~h center as it 
is added. To have this list punched, punch al in 
column 25. Otherwise, leave columns 21 - 25 blank . 

14.5 If you have directed the algorithm to find the best 
locations for the new centers (14 . 2), skip to 14.8 . 
Otherwise, you must prepare a list of candidate nodes 
where centers arc to be added . This list of candidates 
consists of one card per candidate, punched in the 
followino manner. 

14.6 In columns 2-10, punch the ID numbe>r of the cundidate 
where Lhe centc:t is to be added. l f this cente1- is to 
be dropped after information about its service are.:i is 
compiled, printed and, optionally, punched (14.4), 
punch a 1 in column 15 . Otherwise , lenve columns 
11-15 blank and the center will remnin in the solution 
for this problem unless moved by a second algorithm. 

If you request the algorithm to add a center at a 
candidate that already has a center, or at a node that 
is not a candidate, or at a candidate that has a 
Jo~ation constraint that prevents it from receiving a 
center (11.5), the program will print a messaye to 
this ef feet, ignore yout request, an,l p1uceed to the 
next candidate in the list. 

The following input to the add alqorithm will add cen­
ters at five specified locations, pr int the standard 
output afterward, and produce machine-readable output 
as centers are added . 
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5 
17 

4 
22 
23 

2 

1 

1 

1 

Centers will be added at nodes 17, 4, and 22. After 
printing and punching summary information about the 
center added at node 22, the algorithm will remove the 
center from 22 and add centers at nodes 23 and 2. The 
solution to the problem at the end of the algorithm will 
have four more centers than when the al gorithm began, 
and it is this solution that the proqram will prepare 
its standard output for. 

14.8 This completes the definition of a p r bl m. Th · ntrol 
card to define an additional problem w 1 be place 
immediately behind the last card for this proble.rr. 

14.9 Following the last card for the last pr bl~ definition, 
place a card containinq 99999 punched 1 c lumns 1- 5. 

Error Conditions 

The following conditions will produce an error me ssage 
and stop the program . 

1 . Li st of nodes ( 2 . 1 ) , s i z e of distance f i 1 e ( 4 . 3 ) , 
or lenqth of longest distance string exceeds 
program dimensions . 

2. End-of-file while reading index file, distance file, 
population file or second factor file in d ata base, 
or while reading starting solution or maximum 
distance constraints for a problem def i nition. 

3. Input error (IBM ERR-) while reading i ndex file, 
distance file, or second factor in d a ta base, or 
while reading starting solution for a problem 
definition. 

4. First field of index file does not correspond to 
the position of the node in the list of nodes (4 .2). 

5 . First element of a distance string is not the 
diagonal element from the candidate ' s column of the 
original distance matrix (4 . 3). 

6. Data base has no nodes inside the study region 
(4 . 2). 
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-;--------------------------------------------.... 

l e ID ntimbt:>r 1n a formatted population 
~!,;: .0). 

n er in formatted population deck (6 .0) or 
1 g solution (12.0) rloes not match any ID 

number in the 11st of nodes . 

9. Row subscript in distance file is less than 1 or 
oreater than N (2 . 1). Usually caused by reversing 
the positions of distances and row subscripts in 
the distance file. 

10. Dt1plicate 1D number 1n the list of fixed centers 
(7.0). 

11. The product of the larqest weighted cl i stance and 
the length of the lonaest distance string exceeds 
the largest integer that can be stored . 

12. The starting solution (12 . 0) contains less than 
one center, fewer centers than there are fixed 
centers, or r.1ore centers than the proqt.::im can 
store . Usually ciused by c1 misplacect card . 

11. Invalid algorithm code (9 . 2). 
a misplaced card . 

Usu a 11 y ca used by 

14. Invalid location constraints c nlrol card (11 . 1-
11 .4 ). 

15 . Maximum distr\nce constrJints (11 . 0) th3t are not 
in decreJsing order. 

!.6. Invalid location constraint type (11 . 5). 

1~. Attempt to impose a location constraint on a node 
that is not a candidate in the data base. 

18. Specifying '1 location ·0nstra1nt type (11 . 5) 
without a list of noies to be constrained . 

19 . Attempt to impose a location constraint on a 
candidate that has a f1~ed center. 

The following conditions are less serious . They will 
produce an error message and the following actions. 

1 . Duplicate ID number 1n the starting solution 
(12 . 0) . Start one center at the node with the 
duplicated ID. Then, search the list of nodes 
for the first candidate that does not have a 
center and that hds not been constrained out of 
the problem; place the second ~enter there . 
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2. Request for the add algorithm (14. ) 
center at a node that is no t a cand1iat 
has a location constraint of 2 (11 . ~). 
request. 

d 
, or 
Iqnor 

that 
th e 

3. Request for the add algorithm to add a center at a 
candidate that already has a c enter. I g nore the 
request . 

4. Request for the add algorithm to add a center at a 
node that does not appear in the list of nodes. 
Ignore the request. 

Program Dimensions 

The array dimensions in the listing of ALLOC VI permit 
a data base of 150 nodes, a distance fil e of 10 , 000 dis­
tances, a distance string of 150 distances, and a problem 
definition of 150 centers . The comment cards at the begin­
ning of the program give directions for chanqinq the 
dimensions of the program arrays. 
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FTGURE V-4 

-----------------~------
P14(LkA '4 Ulllt VI 

>,~lrTE"i8'1' ~D•AHDl. HlllSl<MI 
Oli'A~ flll 'd Of (;tOv~APHY 
lttt IJl'<I VFIISI [Y er IO • A 
lu 1o A Cl l'f, IO•A ~ll~l 1,/~A 

Sample Output fr:om ALLOC VI 

COPY~IGHT C 1977 EOWAHO l. HlllSHAN 

---------------------------------------------

~. u·, 11 IU/ S A•PLf tl,JN Full v~f I~ H0 1'CG RAPH NO . 7 / 

<J ◄ 1f~ u> 1,Uilt~ IN fllt5 
"'L:.JS c~,t:. JlJ .,. ... ., , _t Jt ~ 11t1 10 OF o 

'1AIJ .~c• Ul ,l',•,rr IJ H SA•f ..> 
•J•M• •• k,i,1.1·,u CL ASHs 11, 1Noc x FltE 
"l A) I \LIE • f llE I ~J • I.I'll T 
0 t 1 ;, CISII'<( L f ll.E f •fl• 1,11,11 
At•~ PP( 8l l • OU 1', II I ONS f RIJI" UN 11 

11-Jl • ••.:, l,I SU',Ct I llt~ 61\E FC.• "4TrEO 
Hl•C t Lk • AIS Jj ( M uNlf 

~t.lCJ •l 11,rOIS ~LP>'AI f~1 : ~ U!, IT 
~lAJ f • •ATff O • tl , •HS fRQ ,; U'III 
JIYI JE H L • t 1r,,-1s ev 

·,u ~ 1 •, o c, ,. , E, s 

<f', L, Sfl 'Ii.I fA Cl!l~ VAlU(S Fl(( ~ v'<IT 

•1 .J • IHI l.f lJ I S IA•, C. tS SIONfO IS 
'4A1 l >< v • Pf•><llltL I ~ 
LE',(,lt< lf c', ',GE 51 ST~IN,; IS 

'<J .• Bt>( (' f r-. cor; 11\SI Ot ,IUOT REGION IS 

1014l • l IG'11 HHR SCALINC. IS 
!014L IN~IJE I~ 

PROVICE l~fEASIBL( SlR~ICE AT A cosr OF 

49 

100 
I 
s 
s 
s 

s 

~ 
s 
I 

~ 

o I l 
lOOOO 

10 

~-. 
o9SoZ 
t, 9<it>Z 

oo05Zl -------------------------------------------
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N 
O'\ 

LIST Of NOOE 10 NU~BERS ANO POPUlAflONS 

I 281 I 2 592 l 4 0 2 7 4 

b 84 5 7 .. 2Z 8 819 9 

11 91 3 12 3356 I ) 1b 1 14 

16 Zll ij 2 I 7 l)J 1 18 190 5 19 
Z I I) l ll 851 2 ;; 108 1 24 

26 75) 27 365 28 232 8 29 
JI 18} 5 32 1205 .n 1070 .) 4 

J6 10 9 !> 31 7 b 4 38 739 39 
4 I 973 4 2 1803 4) 1 716 "" "I) ll4<, 4 7 733 48 1198 4 9 

PRO BL EN NU148ER I 

LOC4f E 10 CENHRS N~G ICON N4L GZ KRIT NN4P N~4 P N4 CH 
6 0 I 0 0 l 0 

NEASURE EFFICI ENC Y AGAINST A ~ALUE OF 1561823 

P4RAN~TERS FOR TR ADE-OFF FUNCT ION 

4 • I .<JOO 8 • 1.000 C• 2 .000 0• 1,000 

L I SI Cf CENTERS 
CENIER WEl <jH I DISTANCE • WEIGHT AVERAGE DISTANCE COST I f DROPPED 

) 9 1b5 l l l1 1Z 2 8 . 0} b 92'lHL 9 
I 0 1032) 4 ) I 08 9 .. ,. . 2 70 84'1l0~ 
lb 4 S SJ ~bll• 1 1 2 . ) 10 lZ H 9'l 

I 54 Z I I . J'.> 96 32 . )92 n ·n II 
~ s, ~s 1 94 0 12 35 . ) 71 1>6o•rno I 2 ))~ 6 0 o.o 1 .. 0-,52 

Zd Z l l 0 0 o. o 8J608 44 12'>ij6 14 70<10 I I. 595 .. , ,; z .,9 4 ) 76~8 2 9l62 9 38 , l 12 I JOO 'i1 2 ,1 ~00 ij oo,,a, l 5 . l "1 151 2 '.>l 

f OR T t- ~ l I Si Ct C.t~I ERS 4t0 V( ! 

TOl4l • £ l t; ►H tO 01 SIA NCE I S 5 6 200',8 IN S IDE 5 b 200 4 8 &V flU C. C 1. IST 4,;Cl TO M: 4RE ST C. EN IER IS 8 0 .3)0 (l,S(Qf 8 0 .3)0 

I 5 36 5 1 2 41 
2 '11H 10 Z1 ~1 

qo,. 15 1 } 4 

I I 98 10 5'-6 
1245 ZS II l3 
I 119 JO 11 5 5 
;93 35 1607 
'1 l2 4 0 1320 

67'-0 4 5 108b 
529 

SECO•<IJ FAC TOR 

0 . 6 0 ll 
0 .4 972 
0 . 4'1t, -. 
0 . 4 7 13 
0 . 5 Z 10 
O. '.> 1-,9 
0 .5 5d7 
0 . 9 " 26 
o ... 603 
0 .,.50 3 

' 



I-' 
N 
--.J 

l I Sr I,~ T~4JE AREAS INCOE ID, wEl<iHT, ANO Ol~TAI\CE TO CENTER, WHI CH IS FIRS I 10 IN E4CH 4RE41 

3 40ll 0 4 7 7H l"> S 1 241 36 30 l7SS 37 37 7 I),. S• 

2" l2•5 ij .. 

10 11'>7 0 2s 81 .I )l 20 546 38 I? I I '18 47 39 932 54 

lb 7'>5 67 .. I Slb 6 7 I I 9)3 74 6 tl4 S 97 

lb 28112 0 I 3 767 33 14 '104 34 

I 2611 0 22 857 40 2 592 54 7 '-12 8', 38 739 100 

'I 2'181 0 2 7 31>5 .. 3 8 819 63 40 l.320 96 

ll 3)56 0 

2o lllil 0 

44 t,740 0 35 1607 12 48 I 198 20 3J 1070 3 I 17 1 337 32 

l 5 7)4 38 

43 1136 0 31 I e 35 29 23 1087 4 7 18 1'105 so lb LO'l5 85 

4 2 lllO) 0 4 5 1086 26 2 9 111 9 29 

r ►IE FOlLCWINv I> NUO[ S, WITH 4 IOT4L WEIGHT OF 4)77 C4NNOT BE SERVED WITHIN THE M4XIMUM OIST 4NCE 

n l33 u 1205 

\UM M~RY SfA TISTICS 

IOIAL 1.tlGHTEO UISTAI\Ct IS 
AVER4GE CISTAr.Ct ro l\fAq EST CENTER IS 

5620046 
80.330 

34 

OVER t~I IRE ~A08LfM, MAXI MU~ OISTANL( TRAVELED I S 
INSIJE ~IUOY R(~ION, NA•IMUM OISTANCt TRAVELED I S 

4VERA~t VALUE Cf SE(CNO FACTOR IS o . 5520 

~OSI EiPE~DAdl( CE~IER IS 26 

393 

I NS I DE 
INS I DE 

4 I 

Sb 2004d 
80.3.10 

100 FRUM NUDE 
l 00 FRUM NOOE 

'l 7 3 46 

38 ro Cf•HER 
38 TO CENTER 

oHICH IICULJ INC.PEASE THE OBJECIIVi: FUNCTION BY 83808 If DROPPED klTHOUI REPL4CEMENT 

Ef(ICIENCY OF CURREN! SOLUIICN COMP4~ED MI TH INPUI V4LVE IS 27, 7V02 

PERCE i',T (.H4N(;E IN Ol!Jf:Cf lV E FUNCTION FA011 INIT I AL LIST UF CENTERS IS O.O 
FROM L4ST PP INTIN\. IS 0 . 0 

1144 

l 
I 

"'l 529 

---------------------------------------------------------------------------------------------------------------------- -----------------------------------------------------------------------------------------
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I-' 
N 
co 

S TART TRA DE-Off Al GOR IT H~ ( NOO IFl EO fEIT Z AN O BARTi 

OlO CEN TER C OST I F JROP PEO NE Ii CO ,T ER TO J 4l COS T NE T CH4NGE PER CE N I C ►t4NCif S ECONO FACTOR 

,. 2 
28 
19 
18 
43 
2 1 
2'1 

9 

15725 1 18 21.0 16/l 30 1 2)16 5) . (,1)05 0 . 549 1 
Sld08 19 2526'-41 8 123 1 3 ,1 151 o . s1a9 

l 6S039 2 1 1!1'152,1 63 1204 24 . 91139 0,4962 
1195 14 29 186 '-426 308 11 1.625 1 0.49}6 
159 4 11 3 1 133 '-4 25 30001 I . t.09 1 0,41111 

385 1 831 3 2 1192153 1+ 22 12 2 .10 1,4 o.soes 
1 501 25 .. o 11 25296 66851 1 . nos o. 4 918 
ll2 6 2 " '-2 170066'1 2 ,.627 1.i, 2 H 0 . 4906 

----------------- ----- - - -------------- - - ------------------- -------ENO CYCLE 

CHANGES • 
-·--. ·---------------------- ------------------------------------------------- ei.o C YCLE 

EN O !MADE - OFF ALGOR IT H~ 

L l S I Of CE NTERS 
CENTE R llf l GH I OIST AM:E • WE I GH T 

3 10906 3 3 1291 
10 854 7 30 b,J8 2 
l b 4 553 5604 7 

I 4<>82 1016'16 
,. 2 4?00 1>06117 
1 2 9030 2 '- 6095 
3 2 621 I 2 1t l lt 13 ,. ,. 121>86 I ,. 1090 
3 l 54 2 2 9 2066 
4 0 J 9 l 1 1 1 2 142 

FOR ! hf L I ST OF CE NT ER S A80VE 1 

TOTA L . E I GHTEO OIS TA ,-.CE I S 1700669 

4V ER4CiE D I ST ANCE 10 NE ARES T CE h TEk I 5 24.)08 
L I ST CF 

AVE RAGE OIS l4N CE 

3o.92 1 
35.812 
12. 310 
21.121 
15 . 141 
27 . 253 
3 8 . 8 7 8 
I I , 595 
I 6 . 9 80 
28. 630 

I NS I DE 

INSIO£ 

COST IF ORO PPEO 

1700669 

Z ... 3 08 

15511t36 
2~8~69 
2241'19 
88 lb 11 
151251 
2080b8 

389 41 03 
5)5107 
189418 
7 71 .. 58 

SEC ONO F 4C TOR 

O.b07) 
0 , 4922 
0.491)4 
0.4 IQ) 

0.4 503 
0 . 51'-9 
0 , 2370 
0 . 9 4 2b 
0 . 3952 
0 . 2956 

IP•nc Alll4S I NOOE If) Wl l f; tfT, ANll ll( HAhtl ro 1.lNIEll, Wit IC ►f I S fl AS I 10 I ~ ~ ACH AREAi 3 ltOl 7 0 .. 1 133 lS S 1241 36 }O 11 55 3 7 18 l 90 S 
H IZ4S e .. 
10 1 161 0 25 813 31 20 546 38 19 1198 .. 7 39 932 
21> 7)5 67 .. I 516 67 

l o 1882 0 I 3 767 33 l '- 90', 3,. 
I 281 1 0 22 es, 40 2 ~qz si, 1 ',22 6'-

CHAN GES • 

S5 

5 .. 

I 
8 
2 
0 

1 



I-' 
N 

'° 

~1 1801 0 4 5 I 080 26 2q111-. zq 

ll )}56 0 ZII Z )l8 42 'I 1'181 'o4 l7 365 ,.7 

j/ 1 Z 05 0 41 ~7} 14 34 HJ )4 J6 1095 43 

,, 6 I 144 So 3& 11'1 15 4q 52'1 1T 

44 t,1,0 0 l~ lo07 ll 48 119b 20 33 IO 10 3 l 

I S n• Jb 

H l8!S 0 ]J 1081 I H <,3 t 7)6 l'I 37 lo<, 29 

4 0 lllO 0 A ij I 9 3) 6 84S 40 I I 9 ll 55 

SU ~l'IA~Y ~I AI I ST I CS 

ru Ul • t I GtH ( 0 U I S I 4 IL ~ IS 1700<,<,<; INSIOE 1100669 
4Vtk4,;[ OISIAN(.E r O N ( AIH S I CE NIER IS z,.Jos I 1, SI OE Z'- .3 08 

U ltll l"IIH PRIJHL f l'l, 1'14X l ~ Ul'l OISIANC.E TRAVELED I S 84 FROM NUDE 1 10 (EN TEO\ 

I "S l lH SIU UY I( t G IO"S, l'IAXll'IUl'l OISIANCE I KAV(lfO 15 114 fK Cl'l NCOE 1 TO U"ITEII 

Av f~.\vl IIAlU~ U SfClNO FACIOR IS 0 .4 '106 

.. , 
""' SI t J PlNU4olf ClNlfR I S 
• iil(H • CULU IM,.HASf T Ht 08J EC T IV[ f UNC T IUN i¼ Y l ~ 7 2S I If OROPPEO WITHUUI REPLACE'1ENI 

t:HIC ltl,(Y Of CURRENT SOLLIIION C.01'1 P4REC Wll H INPUI VUUE IS '11. 8358 

P(,( (.f "' I (HAN~f IN OBJECTIVE fur,c:JlnN FRC ~ INIIIAl LISI OF CENTERS IS 
f~O l'l lAH PRll;T IN G IS 

o9. n~z 
69.13'12 

21 IH 54 

17 1 3J7 32 

I 
I 

- ---------------------------------------------------------------- ·------------------- ------- .. ------------------------- --------------------------------------------------- -----

CE~llR lLClTIOt,S Al 6fGIN~ l,.G CF PIIC8lE~ l 

l 10 II> l 'I ll 28 ,. .. 43 42 

lOCAI ,on OF ((>jrf l\~ lT ENO OF AlGORITH ~ 

3 10 lb I .. 2 11 32 4 4 31 40 

uSE SECCI\J llCOk; IHH 

START TE Il l lf\0 IJAIII Al GO~ 11 Hl'l 

j 



f-­
w 
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Ol O CENfER cosr 1F OROPPEO NEI, CENfER fOUL COSf NET CHANCE PER CENT CH 4NCE SECONO F4C f OR 

40 771 458 11 l670276 303?) 1 . 7871 0. 41 l1 
3l 38'11,103 H 158'10l2 8125<, 4.8b47 O, .. SJ2 
4 2 157 251 ,.5 1561823 2719'1 l.7117 0. 4 267 

------------------------------------------------------------------ENO CYCLE 
C.H,.NCES • 

---------------------------·------------------------------------------END CYCL E 

ENO TEI fl 4N O 8 tRI 4LCORITH" 

LIST CF CENTERS 
CENIER WEICHT OIST4 hCE • WEICHT AVERAGE DIS TANCE 

3 
10 
16 

I 
'-5 
ll 
3,. ,. ,. 
31 
11 

C,ol, I 
4ll6 
4SS 3 
t,l60 
b2<,9 
'1030 
187 8 

1268 b 
5 • l l 
6041 

FOR !hf LISI 0~ CENTE~S • eovE: 

ICH4L " EIG'1lf0 OISUNCE IS 

231111 
• 5 ?5 1 
560'-7 
6624 8 

I 86?8 5 
2<,tu95 
3 002 4 1 
1470<,0 

9201>6 
I 8838 3 

4'iER4 1..E GIST"1,CE ro "E4RE:Sf CENIEM IS 
1561823 
22.)24 

24.088 
11.131 
l l.J l 0 
15.551 
Z9.b8S 
27.25) 
3 8 . 11 l 
IL 595 
l6,'180 
3 I. I 53 

lkSIOE 
INSIDE 

COSJ IF O~OPPEO 

l5bl8l3 
2 2,) 2 4, 

'11)025 
1611405 
220600 
879657 
164450 
20B.>b8 

3'17 5 3 5 7 
535107 
189H 8 
80 18 5 I 

SEC ONO F 4C TOR 

0.6023 
o.-. 922 
0 .4 964 
O.'-l 'H 
0. 1 8 55 
0.514'1 
o,o,.n 
0 ,9 426 
0,)'152 
0,116'1 

CHANGES • 

LIST OF IR<lOE 4RE 4S (NOOE 10 , IIElCHT, AN O DIST AN CE TO CENfER, WHI CH IS FIRSI 10 IN E4CH AR EAi 

3 4027 0 4 7 133 25 5 I 2', I 36 30 1755 31 18 l'105 55 

10 216 7 0 25 813 )I 20 546 38 

11; 2882 0 13 7 6 1 33 I ,_ '104 34 

1 2811 0 22 8H .. o 2 5'12 54 

4 5 I 086 0 2'1 lll 'I 18 41 1 80 J 26 2 6 7~5 ,. 1 4 15}6 55 

12 3)56 0 28 2328 42 'I 2 91! l .... 2 I l '> 5 .. 1 

34 393 0 41 ~I) zo l l 133 20 
32 1205 )', 49 529 4 1 38 7J'l 60 

4b 1,,.,. 22 
24 I 2 '- 5 b6 

l6 1oq5 ze 
T 412 76 

44 61'.0 0 35 lb07 lZ 48 ll 98 20 '33 1070 )1 1 7 1331 32 

1 5 1)', 38 

31 1835 0 2 3 1087 18 4) I 736 2'1 37 76'1 29 

11 9j) 0 19 912 20 6 9,.5 30 8 II 'I 15 1'1 l l98 36 
',O 1320 55 

l 
3 
z 
0 

1 



I-' 
w 
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!>U,-. ~ AAY STAIISTIC.S 

T014L 1,l ll,HTEO 01 SUM.E I S 
AVf~4uE OISI ANCE TO NE4PEST CENfER IS 

151>182} 
22 . )2't 

UVE~ l .'d (Pf l'MU.,ltM, HAXl'< t;'I l)i)lh'IC( JµAV[lfO IS 
l'◄ >I H ~ll!OY ~H,((;11, MA• l'<U'1 DISIM,Ll IRAVtLEU IS 

4V[R4<,t ~HUE Lf StLlNO ~ ALfCI< IS o •• zi,1 

INS I OE 
INSI Ot 

IS6iij2J 
22 . 12 .. 

1b fRllH NOOE 
71> fRl,M NOOE 

1 10 CO, !ER 
I 10 CENTER 

o< JSI l•Pf'IUAdlC C.E•HCR IS 'tS 
"' , I ~•t ~L ULJ I 1'C.PtVil TH[ Otl J EC I IVE fUNC f ION tlY 184450 IF DROPPED ~ITHOUT REPLAC.EHtN I 

EFFIC.Jc',(Y IF CUl<RENI StlLUTIC,N C014PA~EO Wl ltt INPUT VALUE I S 100 . 0000 

i'ERCENI C.HA"IGE IN OSJECI IVE FUNCIION FROM INITIAL LISI OF CE NTERS I S 
FROM LAST PRINTING IS 

72.2098 
8. I o<t 2 

34 
3,. 

- ---- ---- ---------------------------------- ------------------------------- -------
-----------------------------------------------------------------------
CENTER LCCATIONS Al 6[G I NNINl, CF PRCBLE l'I l 

3 10 16 I 9 l2 28 ,. .. "3 '-2 

l0C.4T IONS OF CENTERS AT t NO OF U GORIIH l'I 

3 1 0 16 l "5 l 2 3" .... 31 ll 

ENJ C.f PR08li:1' l 

SA'IPl[ M~N FUR USf I~ M01'CGPAPH NO. 7 

PROdLE " NU,-.BfR 2 

lOC.Al E S C.ENIERS 14ALG ICON MAlG2 KP IT N"AP "HAP "ACH 
4 I 5 0 l 0 0 

PROCESS LOCA IIC'I CONS IR A IN I S---------------------------------------------------------------- - --
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CHAPTER VI 

RETRENCH 

'l'he pr 1 i.m RENCH was designed to read an index fi .1c 

and dist1ncc il , identify unnecessary distances , and 
prepare a n~w, shoLter distance file and corresponding index 
file for use in ALLOC VI . RETRENCH considers four types of 
distances to be unnecessary . First, a distance may appear 
in the distance string of a r.ode that is not a candidate . 
Second, a distance may be greater than some implic i t max i mum 
distance constraint. Third, a distance from a node to a 
candidate may be qreater than the distance to a fixed center . 
Finally, a distance may be measured from a node that is to 
be ignored in an analysis . 

RETRENCH was written to meet the needs of several 
specific analyses, including the study reported by Rushton 
et al. (1976) and several of that study ' s preliminary 
analyses. Because of its history, RETRENCH is somewhat 
awkward to explain and use . For example, the program was 
written for use with very large data bases. Unformatted 
files were more convenient and more efficient to use than 
forMattel ones, because of their size . As a result, 
RETRENCH requires the index and distance files that it 
modifies to be unformatted . A complete rewriting of the 
program would simplify its description and 1se , but such a 
rewriting is beyond the scope of this monoqraph. 

The following description of RETRENCH and its input 
data assumes fa.!'1iliarity with distance files, index files, 
the principles used to develop them, and the features of 
ALLOC VI . The only new principle involves the notion of 
ignorinq a node, and the following paragraph explains this 
principle . 

ALLOC VI locates centers to minimize the aggreg~te 
distance from all nodes in a data base to their nearest 
centers . If nodes outside a study region are placed in a 
data base, they will affect all solutions found by the 
algorithITls in ALLOC VI . To prevent these nodes from affec­
ting the solutions, the analyst could remove them from the 
data base altogether, but this might also require removi ng 
them from other files as well. These files, though not 
part of the p - median data base , ~ay contain ctetailed census 
information or measures of econnmic activity that will be 
used to analyze a p-median solution or to conduct other 
analyses in a region. An alternative to removing nodes 
fr~m all the files would be to remove them just from the 
distance strings in the jistance file, yet leave them in 
the rest of the p-median data base. ALLOC VI assumes that 
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such nodes cannot be served within any maxirrwn 1 an 
constraint , implicit or not, and its algor1thrr 1 •n ,.. h n. 
The ignored nodes still appear in the printed n wa ·h1nc.>­
readable output from ALLOC VI, and they can eas1 y b er ss­
referenced with data in other files . 

Since an ignored node causes all solutions in ALLOC VI 
to violate all maximum distance constraints, the use of such 
nodes prevents ALLOC VI from imposinq more than one maxirnu.In 
distance constraint per problem definition. This loss in 
flexibility can be more than made up for by not having to 
recreate or reindex a larqe data base for a region, however. 

Program Features and Flow 

RETRENCH consists of four sections . The first section 
reads data to determine the locations of candidates, fixed 
centers , and nodes to be ignored, as well as the size of the 
implicit maximum distance to be used in the new distance 
file. This section will be discussed in much m re detail 
below. If fixed centers are used to exclude istances, the 
second section of RETRENCH reads the distance ile and index 
fi le to find the distance from each node to its nearest 
fixed center. This operation is termed the first pass 
through the data . The third section of RE'I'RENCH makes a 
second pass throu gh the data , and this is where the program 
creates the new distance file and corresponding index file . 
Finally, the fourth section of RETRENCH writes out summary 
information about the new distance file and reformats some 
data for easier use by ALLOC VI. 

Section 1: Defining How to Shorten the Distance File 

RETRENCH uses three methods to determine which nodes are 
to be candidates and which are not. It can require each 
candidate to have some minimum population . It can require 
all candidates to lie within the study region boundary of a 
data base. Finally, it can permit the analyst to declare 
the candidacy status of individual nodes in the data base. 
This permits the analyst to override the results of the 
other two methods. 

For most applications, it is probably simplest to use 
just one of the three methods to declare candidates . The 
three methods may be used in combination, but the order in 
which they operate is fixed by the program. Since the three 
methods may conflict for one or more nodes, the order in 
which the program conducts them determines the final status 
of each node . RETRENCH starts by assuming that the data 
base contains no candidates . It then reads the population of 
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each n de ..in l e rmines which nodes wil 1 be made c::indidates. 
By s•ttino the imum population sufficiently hiqh or low, 
the anal yst m3y ike none or all of the nodes candidates 
with th is perat n. If nodes outside the study reqion are 
to be exc luded om candidacy, the program then excludes 
t he m. F i n1 ll y , RE TRENCH reads any declarations of candidacy 
o r exclusion supplied by the analyst and adjusts the list 
of candidates accordinqly. 

Specifying fixed centers is much simpler than deciding 
candidacy. If fixed centers are to be used, the program 
requires a simple list of the node ID numbers for these 
centers. If a fixed center occurs at a node that was not 
made a candidate earlier, RETRENCH adds the node to the list 
of candidates. Because the list of fixed centers must be 
prepared in a sliqhtly different form from that needed by 
ALLOC VI, RETRENCH reformats the list of fixed centers and 
punches it in the form that ALLOC VI requires. 

Finally, if any nodes are to be ignored in the new 
distance file, RETRENCH reads a list of these nodes and 
prepares to ignore them. If a fixed center appears in the 
list of nodes to be ignored, RETRENCH notes this with an 
error message and stops. If a candidate appears in the list 
of nodes to be ignored, the request to ignore will override 
candidacy, and the node will not appear as a candidate in 
the new files. 

Section 2: The First Pass 

The first pass through the data has two purposes. The 
main purpose is to find the distance from each node to its 
nearest center. If fixed centers are not used to exclude 
dis t ances, RETRENCH considers the first pass unnecessary and 
does no t perform it. 

The second purpose of the first pass is to determine 
that eve ry node, other than those to be ignored, can be 
served f rom at least one candidate in the new distance file. 
RETRENCH assumes that the new data base should permit every 
node to bP served, and it stops if it finds unservable 
nodes. The purpose of this check is to prevent RETRENCH 
from wasting time preparing a distance file that would be 
considered inadequate for most analyses. To prepare a 
distance file that will not allow service to some of the 
nodes, it is necessary to run RETRENCH a second time and 
direct it to ignore the unservable nodes identified during 
the first run of the program. 

RETRENCH has an option to save the data from the first 
pass of one job submission and reread it during a later one. 
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The distance from each node to its nearest center is unaf­
fected by the number and locations of cand idate nodes , as 
long as the number and locations of fixed centers do not 
change. Similarly, the first pass data is qat hered and used 
in a way that is independent of the implicit maximum d is tance 
constraint to be imposed on the new data base, as long as 
the lenqth of this distance in the original distance file 
does not change. Thus, if two submissions of RETRENCH use 
the same fixed centers and modify the same input distance 
and index files, the first pass data from one submission 
could be saved and used in the other. This would reduce 
the amount of file reading required by the second submission 
and, therefore, the cost of creating a second new distance 
file . 

Section 3: The Second Pass 

The third section of RETRENCH rewinds the index and 
distance files if a first pass was performed. It then reads 
the files, identifies unnecessary distances , computes a new 
index file, and writes the new index and distance files, 
unformatted, on the output units requested by the analyst . 
For simplicity, RETRENCH prepares the new index file with 
only a single distance class . RETRENCH makes a printed copy 
of the new index and distance files . This opy i s frequently 
useful in determining why ALLOC VI fails to serve a s peci fic 
node from a specific center, when the analyst's intuition 
suggests that it should . 

It should be noted that the new index file and distance 
file are in exactly the same form as the original ones. The 
two sets of files differ only in their length and specif ic 
information . 

Section 4 : Summary Information 

After completing the second pass , RETRENCH wr ites the 
population file of the p-median data base as unfc rmatted data 
on the same unit as the new distance file . This permits 
ALLOC VI to read both files from a single input unit and 
thereby reduces the amount of core storage needed for input 
buffers . This reduction , while small, has been valuable when 
the p-med i an data base was lar ge . 

RETRENCH prepares t wo summary tables at the end of its 
wo rk . One contains the number of distances of any length in 
t h e new d i stance file . This information is useful for 
es t imating the amount of core storage that ALLOC VI will 
need for storing the p- median data base . The second table 
gives the number of nodes that are a given distance from their 
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- ----------------------------------------------

nearc.'s ·1n 1l1.t 
lists th ,u er 
away, km w y, 
usefJl when rr ll 

n the new distance file. That is, it 
nodes whose nearest candidate is 0km 
away, and so forth . This intorrnation is 
derinitions in ALLOC VI are to contain 

max1mUP\ 1~ n·1. nst1aints, since a maximum distance cor.-
str~int ann t b~ et if it is less than the distance from 
sorne no 1e t its nearest cc1ndiclc1te. When RETRENCH is 
directed to iC1no1 e some nodes in the new di stance file, the 
summary table also ignores these nodes. As noted earlier, 
when a distance file ignores nodes all problem definitions 
that use the file in ALLOC VI will violate all maximum dis­
tance constraints, includinq the implicit one used to reduce 
the size of the distance file . 

Finally, RETRENCH punches a list of candidate node TO 
numbers. Cards may be selected from this deck and used 
directly in the location constraints decks in ALLOC VI . 
Table VI-1 summarizes the punched output from RETRENCH. 

Input Data 

The input data for RETRENCH consists of a contro l card; 
a population file and forl'lat; as many as four decks to 
define locations of candidates, fixed centers , and nodes to 
be ignored; an optional deck of data from an earlier first 
pass; and an index file and distance file to be modified. 
Figure VI-1 illustrates a sample input card deck for Lhe 
program. The figure does not show the index and distance 
files, since these two files must be unformatted data. For 
convenience, the directions below assume Lhat all dat~ are 
to be read from punched cards . Only the population file 
and format, the data from an earlier first pass, and the 
index and distance files may be read from media other than 
punched cards . 

Three header cards and the variable format for the 
popula•·1.on file contain alphanumeric d.Jta . The index and 
distance files contain un~ rrratted inteqers. The remainin9 
data are formatted inteqe,s, 3nd they 3re to be riqht­
justified in their allotted ields. 

1.0 CONTROL CARD (required) . 

1.1 In columns 1-5, punch the nUI11ber of nodes in the list 
of nodes . This value will be referred to as N. 

1.2 In columns 6-10, punch the number of distance classes 
in the input index file. This value normally will be 1 . 
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Source: 

Table VI-1 

Punched Ou tpt1t f rorn RETREi~CH 

Information 

header card for fixed 
centers 

ID numbers of fixed 
centers 

header card for candidate 
nodes 

ID numbers of candidate 
nodes 

Number 
of Items 

1 

KFIY. 

1 

II 

Format 

* 

( Il O} 

IlO 

Compiled by author. 
fixed centers and II 
nodes . 

KFIX denotes th number f 
denotes then mb~r f candidate 

*The literal message on the card is self-explan~tory . 
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FIGURE VI-1 Sample Input Deck for RETRENCH 

I• 

27 3S 20 •6 5J 28 17 

IS 

17 / FIRS! P.t.SS DAIA FROM PR(VJOUS RUN 
f.--Y.- ~/ (Of'T(DQ.L) 

14 TR\.E ~ NOOE OClE II ONS ( OP II ON,IL J 

[£Cl.AA[ 

TT 1111 ffll I 0000111111111111100000 ~ FlXEO CENTERS (OPTIOl.t.1.) 

2732 

~ CANDIDATE OCCL.t.Rlll~ (OPlJCINAL) 

7S 120 6000 

1-Y--~/ 
/ INSIOE/OUTSJOE SVITCHES (OPTIONAL) 

srsrrns CARDS 

/ /RETI! tOi ..o& ( 15000000) , 'H 1 LLSMN ' 

~ POPQATION FCJlnll .t.l«l □(Cl< {REIXIJR(D) 

<] CONTROL CARO (Fa:OUJRED) 

/ '01!S EU.11PLE -'SSUIIE5 THAT RETRENCH 
~---'/ 19 I N LOAD /QJU.E FORM 

<] ..t0e CARO 

j 



-----------------------------

1.3 In columns 11-15, punch the largest d ist ance th t 
appears in the original distance file . This value must 
be exact and not an estimate as permitted i n ALLOC VI . 

1 . 4 In columns 16-20, punch the maximum d istance to be 
saved in the output distance file. This value may be 
less than or equal to the value in 1. 3 above . This 
value will be termed LAMBDA. 

1 . 5 In columns 21-30, punch the minimum population require­
ment for a candidate node. If this field is left blank 
it will be read as a zero, and all nodes will be made 
candidates . If the value in this field is larger than 
any node population, no nodes will be made c andidates. 
Punching 350 in this field will prevent any node from 
being made a candidate unless it has a population of 
350 or more , and so forth. 

Inside/outside declarations (1.6) and candidate dec l ar­
ation cards (1 . 7) may be used to override the effects 
of the minimum population requirement. 

1 . 6 Columns 31- 35 control whether nodes outs ide the study 
region are to be candidates or not. To p reven t nodes 
outside the study region from being candida t es , punch a 
1 in column 35 . Otherwise , leave columns Jl- 35 blan k . 

1 . 7 

The use of the inside/outside declarations override s the 
effects of the minimum population requirement (1.5) and 
may be overridden by candidate declaration cards (1.7). 

If no node candidacy declaration cards are to be 
s k ip to 1 . 8 . Otherwise , i n columns 36-40, punc h 
n umber of candidacy dec l aration cards to be r ead . 
val ue wi ll b e termed KARB . 

read, 
the 

This 

Node candidacy declar ation cards override the e rfects of 
the minimum popu l ation requirement (1 . 5) and the inside/ 
out side decl a r at i on s (1 . 6) . 

1 . 8 If you a r e not us i ng any fixed cent ers, skip to 1 . 9 . 
Othe rwise , in columns 41-45 , punch the nwnber of fixed 
centers . Th i s val ue will be termed MFIX . 

1 . 9 If you do not wish to ignore any nodes i n the new dis ­
tance f i le, skip to 1 . 10 . Ot herwise , in columns 46- 50 , 
pun c h t he number of nodes to be ignor ed . Th is value 
wi l l b e termed JUNK . 

1 . 10 I f you wish to use data from t h e firs t pass of an earlier 
run of t h e progr am during t his r un , skip to 1 . 11 . Other­
wise pun ch a 1 in column 55 and , if you are usi ng fixed 
ce n t ers (1 . 8) , the progr am will make t h e first pass. 
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1 . 1 1 In olu~ns 6 -
re.:.i.d 1.n 1 the f 

, punch t he input unit number for 
3 t for the population file. 

1.1 2 ~n columns 61- 4 , punch the input unit number for 
readinq the formatted population file . 

1.13 In co l umn s 65-66, punch the input unit number for 
reading the unformatted index file . 

1.14 In columns 67-68, punch the input unit number for 
reading the unformatted distance file. 

1 . 15 If first pass data from an earlier run are to be read 
(1.10), in columns 69-70 punch the input unit number 
for reading the first pass data . 

1.16 If this run will make the first pass through the data 
(1.10) and you wish to save the results of the first 
pass for use in future runs, in columns 71-72 punch the 
output unit number for punching the first pass results. 

1.17 In columns 73-74, punch the output unit number for the 
new index file. 

1.18 In columns 75-76, punch the output unit number f or the 
new distance file. 

1 . 19 In columns 77-78 , punch the output unit number for the 
list of fixed centers and the list of candidates to be 
used in setting location constraints in ALLOC VI. It 
is strongly recommended that this unit be a card punch 
(unit 7 at most installations). 

2 . 0 FORMAT TO READ NODE POPULATION FILE (required) . 

On the next card, punch a Fortran format to read one 
card o f the population file . The format must specify 
integ er fields . 

For example, the population file might be punched one 
population to a card, with the ID number punched in 
columns 1- 10 and the population in columns 11-20 . The 
format t or this deck would be (2110). If the popula ­
tions were punched four to a card, with ten columns 
for each ID number and population, the format for the 
file would be (8110) or (4 (2110)). 

3 . 0 POPULATION FILE (required). 

The node population file contains the node ID numbers 
and populations punched together for each node, with 
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the ID number preceding the population o f the n 
You may punch more than one ID and population pc,r car 
as long as you do not split a node ID and po p ulut1on 
between two cards, and as long as each card (except 
possibly the last in the deck) has the same n umber of ID 
numbers and populations . 

Unlike the ALLOC programs, RETRENCH requires that the 
node ID numbers and populations be in the same order as 
the node ID numbers in the index file (8.0 below). 
RETRENCH will not rearrange the populations into the 
proper order . 

3 . 9 If you are not limiting node candidacy to nodes within 
the study region (1 . 6), skip to 4 . 9 . 

4 . 0 INSIDE/OUTSIDE DECLARATION DECK (optional). 

Each card column of the inside/outside declaration deck 
corresponds to one node in the list of nodes. If the 
list of nodes contains more than 80 nodes, then the 
first column of the second card of the deck corresponds 
to the 81st node in the list , and so forth. 

If a node is inside 
column of the deck. 
region, punch a O in 

the study region, punch a 
If a node is outside :he 
its column . 8 

1 in its 
study 

4 . 9 If you are not using any candidacy declaration cards 
( 1 . 5) , skip to 5 . 9 . 

5 . 0 CANDIDACY DECLARATION CARDS (optional). 

5 . 1 A candidacy declaration deck consists of a header card 
followed by a list of KARB (1 . 5) nodes with their candi­
dacy status . 

In columns 1- 4 of the header card , punch DECL . 

5 . 2 A candidacy declaration card may be punched in e ither of 
two formats, and a single deck may contain card s in 
both formats if desired . 

To use the first format, punch a 1 in coltm\11 1 of the 
declaration card . In columns 2-10, punch the node ID 
number of the node to be declared. In column 15, punch 
T if the node is to be a candidate and F if it is not . 

8A1though the index file (9 . 2 below) indicates which 
nodes are inside the study region and which are not, RETRENCH 
must have this information before it begins to read the ind e>: 
file. 

146 



To use the SPC 
col imns ~- 10, p 
l ist nolE:>s 
or1 nld1,tan· 
l he n le 1 s to t-

o rmat, leave column l blank. In 
h the position of the node in Lhe 

r o w subscript of the node in the 
:T'atrix). In column 15, punch T if 
a candidate and F if it is not. 

5.3 If an 1e dppear more than once in the declaration 
deck , t he last s t atus declaration for the node will 
o v er ride th e preceding one(s). 

5.9 If you are not using any fixed centers (1 . 6), skip to 
6 . 9 . 

6.0 LIST OF FIXED CENTERS (optional) . 

6 . 1 The fixed centers deck consists of a header card fol­
lowed by MFIX (1.6) cards to indicate locations of 
fixed centers. 

In columns 1-4 of the header card, punch FIXE. 

6.2 A fixed center location may be punched in either of 
two formats, and a single deck may contain cards in 
both fo rmats if desired. 

To use the first format, punch a 1 in column 1. In 
columns 2-10, punch the node ID number of the node that 
is tu have a fixed center. 

To use the second format, leave column 1 blank. In 
columns 2-10, punch the position of the node in the 
list of nodes (the row subscript of the node in the 
original distance matrix) . 

6.9 I f y o u wish all nodes in the list of nodes to be 
inc l uded in the new distance file (1 . 7), skip to 7.9. 

7 . 0 LIST OF NODES TO BE IGNORED (optional). 

7.1 The list consists of a header card followed by JUNK 
(1.7) card s indicating nodes to be ignored. 

In columns 1-4 of the header card, punch DELE. 

7.2 A node that is to be ignored may be punched in either 
of two formats . A single deck may contain cards in 
both formats if desired. 

To use the first format, punch a 1 in column 1. In 
columns 2-10, punch the node ID number of the node that 
is to be ignored. 
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To use the second format, l eave column l bl nk . In 
columns 2-10, pun c h the positio n of the node in the 
list of nodes (the row subsc ript of the noJe 1n the 
original distance matrix). 

7.9 If the program will not read data f r om a n e ar lie r 
first pass during this submisiso n (1 . 10 ) , skip to 
8 . 9 . 

8 . 0 FIRST PASS DATA (optional) . 

The f ollowing descriptio n i s fo r th e s a k e of c omplete ­
ness, since you normally will not punc h the first pass 
data yourself . 

Each field of five colwnns correspond s to a node in 
the list of nodes . When the list of nodes contains 
more than sixteen nodes, the first f i eld on the 
second card corresponds to the seventeenth node in 
the list and so forth . 

In the fie l d for each node, punch the distance from 
the node to its nearest fixed center (6 . 0). If the 
node does not appear in the d i stance string of any 
fixed center (that is , if it cannot be ser.ved by at 
least one fixed cent er within the implicit maximuw 
distance constraint used to create the old d i stance 
file) , punch 32000 in the field for the node . 

8 . 9 This completes the punched input data for RETRENCH. 
The remaining data , described below, are unformatted 
and must be read from disk , tape, o r some oth er 
medium that can be rewound and reread during exe­
cution of the program . 

9 . 0 INDEX AND DISTANCE FILE (required) . 

9 . 1 The following descriptions are s i milar to t hose for 
the distance and index files read by ALLOC VI . There 
are t wo differences , however . ALLOC VI can read 
these files as formatted or unformatted da t a; 
RETRENCH requires that they be unformatted . In 
addition , RETRENCH requ i res that every node in th e 
list o f nodes have a string in the distance fi le 
tha t it reads . ALLOC VI permits strings to be mis­
sing , as for nodes that are not cand i dates . Thus, 
if RETRENCH creates a distance file with missing 
distance strings , as it will do when some nodes are 
not candi dat es , it cannot read that distance file t o 
s horten i t again . 

9 . 2 For each node i n t h e list of nodes , the index file 
mus t co nt ain : 
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1. h quen 1~e number (row number of thr• original 
·e matrix, or position of the node in 

h st )f nodes) of the node. 
11umber of the node. 

tcqer v.:il ue. } These values are read .!"-ut 
nteqcr value. ignored . 

S. f the node is consider0d to be inside the 
study reqion; a O if it is considered to be 
outside . 

6. Th0 number of distances in the first distance 
class. 

7 . The number of distances in the second distance 
class. 

Continue for as many distance classes as the file 
cont~ins, to a maximt1m of eleven classes . 

The information in the index file must be provided in 
the order above. If you are running the program under 
IBM Fortran, items 1, 2, 3, and 4 must be four-byte 
inteqers and the remaininq items must be two-byte 
inte~ers. 

9.3 For CJch node in the list of nodes, the distance file 
must ~ontain: 

l. The sequence number (row number of the 
oriqinal distance matrix, or position of the 
node in the list of nodes) of che node. 

2. The diagonal element of the oriqinal distance 
matrix for this node. 

3 . The row number of the node nearest to this 
node. 

~- The distance to the node in 3 above. 
5. The row number of the nod0 second nearest to 

this node. 
6. The distance to the node in 5 above. 
Continue for as many nodes as the1e are within the 
distance string . 

The information in each string must appear 1n the order 
above. If you are running the progrdm under IBM 
Fortr m, a 11 i terns in the string must be two-byt~ 
inte rs . 

9.4 The proqram reads the index and distance files in 
alternating fashion starting with the index file or 
the first node 1.n the 1 ist of nodes, fol lowed by the 
distance string for the first node, followed by the 
index file for the second node in the list of nodes, 
and so forth. If both files are read from the same 
input unit, thP data on that 11n1t must be oruanized in 
this same fashion, as: 
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index for first node 
string for first node 
index for second node 
string for second node 

and so forth . If the files are on separate input units, 
the elements of the files need only be in the orde r of 
the list of nodes . 

9 . 9 This completes the input data for RETRENCH. 

Error Conditions 

The following conditions will produce an e rror message 
and stop the proqrarn . 

1 . Improper header cards for candidate declarations 
(5 . 1) , fixed centers (6 . 1), or ignored nodes (7.1) 

2 . Failure to find node ID numbers f o r candi ate 
declarations (5.2) , fixed centers (6 . 2), or ignored 
nodes (7 . 2) in the list of node ID numbers obt ined 
from the population file (3 . 0). 

3 . Node subscript less than 1 or greater than N (1.1) 
in the distance file . Most commonly caus ed by 
reversing the order of distances and node subscript s 
in the file. 

4 . Attempt to ignore a node that has a fixed center. 

Execution Time and Core Storage 

The execution time for RETRENCH depends upon the number 
of nodes in the distance files, the number of candidates and 
fixed centers in the new distance file, the size of the 
implicit maximum distance for the new and old file s , and 
whether or not the first pass is required . In addition, 
because so much of the program ' s operation involve s reading 
and writing data , execution time is affected by the record 
length and blocking factors for the new and old distance 
files . With this many variables involved , the execution 
times presented below can only be illustrative . 

The version of RETRENCH in the l i sting was run twice on 
the 150- node test problem (Chapter II) , using the IBM Fortran 
G compiler on an IBM 360/65 . Both cases used the same 
original dist ance file . The file had a logical record length 
of 200 and had ten records per block . I t contained 9,188 
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d ista s, 1n n r run us Pel a shorter imp] ici t maximum 
dist"lr · 1lc th'ln for the old . One run used 
150 1 o fi~ed cent0rs to creatP a new distance 
fil s s. IUTRENCH required 10.69 seconds, 
t?xc th 1.it it woul l hc1ve needed to write the 
new The second run used 80 candidates and 
on produce cl new tile of 3,014 distances. 
This r n required 8.29 secnnds, inrluclinq the time needed to 
write the new file on tape in the same form as the original 
file. This comparison indicates that reducinq the number of 
candiclutes -an reduce the proqr.:im 's running t imc by more 
than the amount ne0ded to write the new file. Both runs 
required only 48 K bytes of core stor:-agc•. Neither run 
produced more than 3,000 lin~s of printed output. 

The version of RETRENCll in the listing is an improved, 
more etf1cient versior1 of the pro~ram than the one that was 
used on the 2990-node distance file.9 Because of the 
expense, tl1e current version was never used to replicate a 
run made with the earlier version. Accordingly, the tol­
lowinq case represents an ,1pper bound on the 1mount of time 
that the nc>w version would rc•quirc on such c1 problem. Again, 
RETRENCH WdS r n usinq the G compiler on dn IBM 360/65 . The 
old dist mce file contained 661,154 distances, with a logical 
record length f 1604 and four records pf'r block. RETRENCH 
used 159 c~ndidates and 35 fixed centers, with the same 
implicit maximun distance constraint, to pr~luce a new file 
of 34,160 distances. The new file was writt~, with a 
logical record length of 800 and on0 1ccord per block. The 
run req 1ired the first pass. IETR.r:~rH required 2 minutes, 
50.42 seconds, including all input ar11 output time. The 
time would have been marked!; lower if the new file had been 
written with more records per block. Also, as noted above, 
the current version of RETREtlCH would run more quickly. The 
progran, required 138 K bytes of core storaqe. This run 
produ 14,800 lines of printed output. 

Th rray dimensions in the listing of RCTRENCH permit 
the use fa distance file containting 150 nodes jnd an 
implicit ~axirnum distance constraint of 150 units. The 
comment ::i.rds ot the beqinnino of thP prog~arr give direc­
tions for hanging the dimensions of the program arrays. 

9The improvement in efficiency resulte~ ljrgely from a 
change in the for~s or the inde~: and distance files to the 
ones described in this monograph. 
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FIGURE VI-2 Printed Output from Sample 
RCTI1EtJCH (abridged) 
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US I NG THE ALL 
TYPES OF LOC' 

APPENDIX A 

PROGRAHS TO SOLVE OTHER 
.. ON-ALLOCATION PROBLEMS 

Recent work , M t of it unpublished, has shown that 
the p-med ian model 1s a powerful tool for solvinq a wide 
range o f location-allocation problems (Church, 1974; Church 
and Revelle, 1976; Hillsman, 1979). The approach has been 
to define two location-allocation models for a reqion--the 
one of interest and the p-median--and then show how to edit 
the p-median data base to yield a problem that is equivalent 
to the one of interest. The problem of interest then ~an be 
solved by solving the edited p-median problem. The use of 
distance constraints with the p-median problem, as discussed 
in Chapter I, is but one of many possible types of editing. 

The purpose of this Appendix is to qive directions for 
solvinq these edited p-median problems with the ALLOC pro­
grams. This discussion is necessary because the ALLOC 
programs were designed not for the full range of edited 
problems that they are capable of solvinq, but rather for 
unedited p-median problems in particular. As a result, the 
programs are often awkward to use on edited problems, and 
they require greater care when data for these problems are 
prepared and when solutions are interpreted. It is hoped 
that the programs will be revised in the next four years, 
and that these shortcominqs will be eliminated. 

Before proceeding to the directions, however, the 
Appendix presents four examples for reference durinq the 
directions. Although the examples cover a wide range of 
potential editing methods, they are not intended to exhaust 
the possibilities, and their presentation makes no effort 
to teach how to edit. Additional examples, and justifica­
tion that the examples below perform as described, may be 
found in Church (1974) and in Hillsman (1979). 

Examples 

As described in Chapter I, the p-median data base 
consists of a list of nodes, a matrix of distances between 
the nodes, and a list of the node populations. The ALLOC 
programs use the distance matrix and the node populations 
to compute a coefficient matrix C in the following manner: 

c .. - w .d .. 
1) l 1) 

for all i and j 

where Wi is the population of node 1, and di· is the dis­
tance from node i to node j . The alqorithms)in the ALLOC 
programs operate on the computed coefficient matrix C, and 
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not directly on the distance matrix. By div i d inq e n 
weighted distance ry the weight, however, the pro r s n 
recover the oriqinal distances and use them to comp t 
various summary statistics. 

Chapter I also discussed the use of maxi mUP1 distun e 
constraints in the p- median model. At that time, it was 
noted that the programs imposed the constraints by identi­
fying all distances greater than the maximum and then 
setting them equal to a very large number . This method is 
equivalent to compnting the coefficient matrix C by setting: 

C .. w.d .. for d . . < s - -i) i i) i) 
(Example 1) 

C .. 
iJ 

- M for d .. 
i) > s 

where Mis an extreroely large number, Sis the largest dis­
tance to be used in the problem, and the remai ni ng not ion 
is the same as in the original p-median probl em . 

By generalizi~g the notion of the input data for the 
ALLOC programs in this manner, from that of a listance 
matrix to that of a coefficient matrix, it b ecomes possibl e 
to consider many additional problems . For e.-;arnple, Church 
and ReVelle (1976) have defined a problem i~ which the 
objective is to serve as many people as possible w1thir. a 
maximum distance, given a fixed number of centers . rhis 
"maximal covering location problem" can be solved us ing the 
following p-median coefficient matrix. 

C .. 0 for d .. < s - -l. ) iJ (Example 2) 
C .. - w. for d .. 
i) i l.) 

The notation here is the same as in the earlier two cas e s. 

As a third example of edited p-median problems, 
consider the problem solved by the trade-off algorithm in 
Chapter II . The problem seeks to minimize the averiqe 
distance to the nenrest center and to maximize the average 
resource score of places that have centers. An ed i ted 
coefficient matrix for this problem would be: 

c. - w .d .. for i i ) 
i) i i) (Example 3) 

c. - w. d .. kr. for i - ) 
ij i i ) ) 

where r· is the resource score for node j and k is a weight 
chosen ly the user . Increasing lkl will give relatively 
mor e emphasis to the average resource score and relatively 
less to accessibility . 
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h ove assume that the number of centers 
to be' wn. It 1s possible to edit co-
eff1. nt or problems where the number of centers, 
as we.. 1s cations, is variable. For example, 11 
ther 1, d st fJ associ~ted with serving each node 
fr w ent , t problem might be to find the number and 
1 at ions ~ .t r:s to minimize total system costs. The 
coefficients for this problem are : 

c .. - w.d .. 
1.) l. lJ for i :/ J 

c .. -w.d .. + f. 
l.J 1. 1.J J 

for i 

( fxample 4) 

- J 

where d ij is the transportation cost of servinq one person 
at node 1 from a center at node J . To solve this problem, 
it would be necessary to run an alqorithm for one center , 
two centers, and so forth. The number of centers that 
yielded the lowest total cost would be the optimum number 
of centers, ar.d they would be optimally located. 

Csing Edited Coefficient Matrices 1.n the ALLOC Programs 

As noted earlier , when the problem to be solved is an 
uneditect p-median problem, or one with maximum distance 
constraints, the ALLOC programs will compute the necessary 
coefficients. For other problems, the proqraMs will accept 
<l completely edited set of coefficients. ThPre is one 
major restriction on the use of edited coefficients in the 
ALLOC prograMs, however, and several restrictions that are 
minor nuisances if only a few problems are to be solved and 
major shortcomings otherwise . The following discussion 
considers these restrictions for ALLOC v in detail; their 
extension to ALLOC VI is considered much more briefly, 
because it follows directly from an understanding of the 
di.stance file structure. 

Restrict1.0ns 

The major restriction on edited matrices 1.n ALLOC V 
involves the values on the principal diagonal of the 
matrix: the minimwn value in each row of the matrix 
must fall on the diagonal element of the row. In the 
examples given earlier, it is clear that as long as the 
distance to a candidate node from itself is taken to be 
zero and the distances to it from other nodes are positive, 
then the coefficients for the unedited p-median problem 
and the p - median with distance constaints will meet this 
require~ent . By assuming this property for the weighted 
distance matrix, it was possible to design more efficient 
co~puter codes for the algorithms in the ALLOC programs. 
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For ALLOC VI, the USt: of edltl..!d coe fic-1ents an th 
co1rcct1on term 1.s conccptu lly the same as described abC"V, 
•"'xccpt that :it rnnkes use of tt distance or cocf fic1ent file 
r-a her than nm r1x. The distance (coefficient) str1nqs 
within the fi l• rt•prcscnt coluwns rather th n rows, how­
ever. The choice of file structure was made for efficiency 
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1.n ALLOC VI , n t 
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r case in checkinq compliance with the 
ment ot fnr c omputinq the correction 
the proqram RETRENCH cannot work with 

s , so the .:tctual editinq (f distances into 
~ follow rather than precede the use of 

The ALLOC programs are made to rearl edited coefficients 
as input by substitutinq the coefficient matrix or file for 
the distance matrix or file, and by invokinq the option to 
give every node an equal population of one. If the magni­
tudes of the coefficients are rouahly the same as those of 
the original distances, the formats used for the data need 
not be chanqec. For ALLOC V, the distance matrix to be 
replaced is described at 2 . 0-2.0. in the instructions, and 
the equal unit weiohts option appears at 1 . 3 . For ALLOC VI, 
the correspondinq rlescriptions are at 3.0-4.5 and at 2.4 . 

In general, the ALLOC proorams cannot re-edit the 
coefficients once they have read them . Thus, because im­
posing a maximum distance constraint is done throuqh a form 
of editina, the programs cannot impose a tiqhter constraint, 
or use a looser one , than whatever constraint is embodied 
1.n the original coefficients . To chanqe d maximum distance, 
as in Example 2, or to change another coefficient value, 
such as the k weiqht in Example 3, it is necessary to re­
submit the program with the new set of coefficients . 

It is the responsibility of the user to observe these 
limitations on edited coefficients. The /\LLOC programs do 
not check to detennine that the coefficients meet the row 
minimum requirement, or that problem definition cards are 
consistent with the coefficients in the data base. 

Other Considerations 

As no ted in Chapter II, in the section on alqorithm 
robustness, the use of maximum distance constraints can 
affect the robustness of soP'le of the algorithms. The 
general e ffects of other forms of edited coefficients on 
robustness is not known. The performance of the Maranzana 
and the second phase of the Hillsman-Rushton algorithm is 
probably t he most susceptible to deqradation by editing, 
because these algorithms reauire accurate delineation of 
each center's service area. In the erlit1na of Example 2, 
the coefficients permit the alaorithm to determine whether 
or not a node is within the maximum distance of a center, 
but they do not contain enouah information to determine 
which center within that distance is nearest. Thus, the 
coefficients do not permit service areas to be fanned, and 
the two alaorJthms probably will do poorly on this set of 
coefficients and any others like it. 
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In general, the Teitz and Bart alqorithm p robably will 
be the least affected by different coefficients of al the 
algorithms in the programs. This subJective expectati n 
must be confirmed by future research. There is 1lso 
possibility that the performance of some alg orith~s actually 
might improve when used on some types of coefficients 
although this, too, is speculation. 

The final issue is that of interpreting the solutio ns 
that the programs find to edited problems. If coefficient 
matrices are used with care, as discussed earlier, the 
ALLOC programs will give an accurate list of centers in the 
optimum solution, an accurate objective function value 
(subject to the correction described earlier), and an 
accurate indication of the percentage change in the objec­
tive function . The list of centers and percentage change 
are properly labelled on the printed output; the objective 
function value is labelled "total weighted distance " i n 
the printed output for each problem, and "weiqhted aagreqate 
distance" in the summary at the end of the pr inted output 
for a run of the proqram. 

The meaning, value, and accuracy of all of the remuin­
ing printed and machine-readable output is hiqhly variable, 
because it depends in large part upon the ed ite co­
efficients used in the data base. Where the off- d i a o nal 
elements are weighted distances , as in the Examples 1 and 
4, then the nearest center will be reported accurately for 
all nodes, as will the expendability of each center 
(labelled "cost if dropped" in some places) . For other 
coefficients , this information may or may not be accurate 
for any specific node . As a rule, distances to the 
nearest center, distance times weight figures, average 
distances , and service center populations are not reported 
accurately for problems other than the simple p-median with 
or without distance constraints . 

To obtain accurate information about service a reus, 
average distances , and so forth, it is recommended ~hat 
the solution from an edited problem be saved and s~bmitted 
as the ini t ial starting solution on a run of the p1ogra~ 
that uses an unedited p-median data base as input. The 
ALLOC programs can compute the necessary information very 
rapidly a nd inexpensively if the option is invoked to 
evaluate a solution without trying to improve it. The 
option is described at 5 . 2 for ALLOC V and at 9 . 2 for 
ALLOC VI . 
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