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PREFACE

During the si1x years since Monograph 6 was 1ssued

(Computer Programs for lLocation-Allocation Problems), the
faculty and students of the Department of Geography have

.|

onducted much research on solving facility location prob-
lems. Some of this work was basic research on how to solve
problems more efficiently, or on how to solve large problems
at all. This work led to a complete recoding of the origi-
nal ALLOC program (Chapter 9 in Monograph 6), and to the
development of new heuristic algorithms. Some of the
research also involved applying facility location models to
situations faced by public agencies in the State of Iowa.
This work led to the development of new strategies for
solving very large problems, to another complete recoding of
the ALLOC program, to the development of another algorithm,
and to the incorporation of new features into the program to
make it more useful for analyzing facility location problems.

E

&

The computer programs that resulted from this research
are substantially more efficient, substantially more flexi-
ble, and substantially more powerful than the original
ALLOC program, and i1t 1s for this reason that we have decided
to make them available. The programs described in this
monograph have the followling advantages over ALLOC: (1)
they permit the solution of problems involving larger num-
bers of nodes--up to 500 nodes for ALLOC IV and ALLOC V,
and up to 3,000 nodes for ALLOC VI; (2) they require less

computer time; (3) they are more flexible to use, particu-
larly when working with maximum distance constraints; (4)
they contain additional algorithms; and (5) the program
codes for ALLOC IV and ALLOC V are easier to modify when

a special analysis requires changes to the program.

The monograph describes six computer programs. Three
of the programs, ALLOC IV, ALLOC V, and ALLOC VI, contain
heuristic algorithms for solving p-median problems. ALLOC
IV and ALLOC V can solve moderate-sized problems, 1involving
up to several hundred locations. ALLOC VI uses special
methods of storing and manipulating data to solve much
larger problems, involving up to several thousand locations.
As did the original ALLOC program, these three programs com-
bine more than one algorithm. This approcach increases the
user's access to individual algorithms, and it makes 1t
easier to select or combine different algorithms to meet the
needs of specific analyses.
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program UNRAVEL to put data into this form. Chapter IV also
discusses the differences between ALLOC VI and the other

S - ontalns specific directions for
preparing other input data required by ALLOC VI. Finally,
Chapter VI gives directions for using the program RETRENCH
Lo prepare data so that ALILOC VI can solve very large prob-
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lems.

Conventions

In the interest of brevity, the monograph uses several
conventions. First, with the exception of the discussion of
execution times in Chapter II, everything written about
ALLOC V in the monograph applies equally to ALLOC IV. The
CWO programs requilire identical input data, use virtually
1dentical amounts of core storage, and give identical an-
swers. ALLOC V requires substantially less computer time
than ALLOC 1V and is, therefore, generally to be preferred.
Greater speed required greater complexity in the program
code, however, and this makes ALILOC V difficult to modify
for special analyses (e.q., Meneley, 1973). For this rea-
son, both programs are presented here, but the discussion
will refer only to ALLOC V.

second, the discussion will refer to punched card in-
put as a matter of convenience. The ALLOC programs are
able to read much of their 1input data from other storage
media such as tapes and disks, however, and the sections
on preparing the input data indicate how to supply data
from these media.

Third, the main body of the monograph refers only to
the p-median problem, with and without maximum distance
constraints, as the type of location problem that the ALLOC
programs can solve. This convention greatly understates the
power of the programs as tools of locational analysis. Re-
cent work by Church (1974), Church and ReVelle (1976) , and
Hillsman (1979) has shown that many location-allocation
problems can be solved as though they were p-median prob-
lems. Thus, the ability to solve

. S 1 p-medlian problem im-
plies the ability to solve these other blems as well.
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Although the use of the p-median problem as a tool for
solving other problems is an important development, the
monograph considers it only within an appendix. It has
been written this way for two reasons. First, with few
exceptions--notably the p-median problem with maximum dis-
tance constraints--the recognition that the ALLOC programs
could solve other location-allocation problems came after
most of the program codes had been written: ALLOC IV and
ALLOC V were substantially complete by the summer of 1974,

1X
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CHAPTER I

TERMINOLOGY FOR THE ALLOC PROGRAMS

This chapter describes the purpose of the ALLOC pro-
rams, the types of input data they require, and the use of
some of the program features.

Purpose of Programs

he p-median or central facilities location problem
(ReVelle and Swain, 1970) is to find locations from which to
serve members of a population, so that the average distance
(or, equivalently, the total or aggregate distance) traveled
by the population to its nearest center is as small as
possible. The population to be served is assumed to occur
at the vertices or nodes of a network. Distances are meas-
ured along the network, and the service centers are to be
located somewhere on the network.

m
|
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i

kimi (1964) proved that an optimum solution to the
n problem can be found by locating all service cen-
the nodes of the network. Most algorithms for
solving the p-median problem rely upon this proof, and
examine only the nodes when seeking locations for the cen-
ters. Egually good solutions may be found, occasionally,
by locating centers on the links of the network. These
equally good solutions are rare and most algorithms, in-

cluding those in the ALLOC programs, make no effort to find
them,

The ALLOC programs use heuristic algorithms to solve

the p-median problem. These algorithms may obtain very
good solutions to the problem, but their solutions are not
necess

sarily the best possible, or optimum, solutions to

the problem. The algorithms of Teitz and Bart (1968) and
of Hillsman and Rushton frequently find the optimum solu-
tion for small problems, however. Chapter II will compare
the performance of these algorithms with that of the Maran-
zana algorithm, and suggest some things to consider when
choosing an algorithm to solve a specific problem.

The ALLOC programs also accept certain variations in
the standard form of the p-median problem, to widen the
applicability of the problem as a tool for locational
analysis. The programs will accept location constraints to
force centers to locate at or avoid specific nodes on the
network. faximum distance constraints may be imposed on a
problem, to ensure that every node is within a specified
distance of its nearest center.

-
|
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ydes consists of a list of N identifica-
tio! | | | representing nodes to be served by
ser: : rs. ach node must have a unique ID number,
must be greater than zero and less than
0 for ALLOC VI). Otherwise, the nodes
bitrarily in any fashion. Node ID numbers
. nformation to the rest of the data base,
to interpret the solutions to p-median problems. For
ease of interpreting solutions, it is recommended but not
required that node ID numbers be placed in the list 1in
ascendina order and, where possible, grouped by regions.
For example, all nodes in one county or state might be
numbered from 1-99, those in another from 100-199, and so
forth.

Distance H4tr1\

of N rows and N Pnlwmn%.l Each row of the matrix corresponds

" the N nodes to be served, and each column of the
matrix corresponds to a potential center location, or candi-
. E - vl

Distances between nodes are recorded in a square matrix
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J

—

- el
1]

s

+

ite node. 'he columns of the matrix must appear 1in the
same order as the rows.

)Yistances between the nodes may be measured 1in a

ariety of ways The p-median prmhl“m was stated originally
in terms of a network, and distances Lb?lfHQi} can be

M
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el

along the shortest paths between les of rh@ net-

ork. Ostresh (1973) has described a shortest path algo-
rithm, SPA, that can be used for this purpose. Poad dis~-
L;nr#s are often approximated adequately by straight-line
(Euclidean) or by city-block (Manhattan) measurements,
however. The program DISTANCE, described at the end of this
hapter, can compute distances in either of these ways.
ransportation costs or travel times may also be used
instead of direct distance measures. It will be convenient
simply to refer to distances.

The ALLOC programs place three restrictions on the

iistance matrix. First, all distances used in the programs
must be punched as integers. Dec l"ﬂl fra-tlun may be
&

used by punching them without the cimal »int, provided
}

that the sulting integers are 1in constant units Second,
the programs can use very large distances in their calcula-
tions ubject to a limit described in the section on node

1
ts ot the programs cannot

belo
nces 3. however. If an

Severa pa
T t

Jgrea

ALIOC VI stores distances 1n a fo

rm markedly differ-
ent from a matrix, but the form is easily derived from a
natrix. For now it will be convenient to assume that ALLOC
VI uses a matrix.
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D1 | | ] | L 3 3 yE thie matrrix. I § 1t
I na Put gt Ja T listance
1 invalid re |ts . * The responsibility
: equll nt rests entirel with thi Ser
i rams., h requl nt should not be a problen
iInless t Pl rams are used olve location-allocation
probl s other than the p-median, as di ussed in Appendilx
Distances need not bi symmetrical between nodes. One-
1y streets and intermediate stopplng or shipping polnts
>ften int luc lirectional differences 1n the distances
between two nodes. [f the distances are asymmetrical about
the diagonal f the matrix, then the placement of the dis-
tan s 1 4% 1tri rows and columns 1st reflect the
! t1 ovement when a center provides service to the
opulat /hen the important distance is the one that the
tion n t travel to reach the center, as it would be
tion were { Wa.lkF i th encer , then each row
' should ntain the 1stances from a particu-
t each f the indidates (Figure I-2b). [£ thi
tan be travele by the servics enter staff to the
1 rEion 1s mor important, as t would be for ambulance
stations, then each row of the matrix should contain
£l sta s to be traveled t particular node from each
andidat nodes (Figure I-2c¢) I total round-trip
1stances fror e to center and back are more important,
then the distar matrix should | symmetrical, and 1t
sh ld contain thq und=-triy 1stance between each pair f
nodes igure I-24d).
‘ working with a moderat« I irge number of nodes,
‘ - lesirable t 3 ' s than a full sguar jl1stance

P =
Sy e e R » location. In many larg
{ F AT =5 = Cl i i t. = " =1 = Yl | i
LKE ] andidat ' I enty = r example, 1I Ll |
reas nay } lis te some types of service
| - t WIT - 71 ' b 1 T ','!_['df.:_ T 2 { =N
= 1 F 31 -4 I ! I ' ] I '|_.1:1-.|". L 1 lr:.'
: ' - t1 I s a whole. N
ban areas, zoning restricti r the need for access to
rterial streets may restrict lidates to a small number
f the nodes that require service. The use of a full,
squazl i i atrix in ti - ~s would require the

“1f the minimum value in a row falls on the diagonal
] te agaregate dis-

tance correctly, but some centers may not serve the nodes

¥ r 4 F W —
where they are located. These errors do not affect the
ina gis al they may be corrected mai 1lly.
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exceed this limit, the limit may be met by divi
population by some constant wvalue, such as 10 ¢ =
fore using it in the program. This scaling of
tions may introduce a small amount of rounding err
will not otherwise affect the answers obtained with the pro-
grams.

g

Hakimi's theorem (1964) assumes that every intersection
in the network of a p-median is a candidate to receive a
center, even 1f some of these intersections or nodes have no
population. Many analyses ignore these assumptions, legiti-
mately, by stating that an acceptable solution must have all
centers at nodes with populations. On occasion, however,
1t may be desirable to use nodes without populations in the
data base of an analysis. For example, highway intersec-

tions near urbanizing areas may be considered i nticijy

tion of future growth. Alternatively, as Chu: ] Mead
(1977) have shown, adding selected nodes to a problem wit]
maximum distance constraints may make it possibl Lnd
better solutions to the problem. The ALLOC programs will

accept such "dummy" candidate nodes as long

appear as rows 1n the distance matrix and as

appear 1n the population deck for the data bas

involving "dummy" nodes must be interpreted g1

care than other analyses, however, because zeroes in th
population deck affect the ability of some algorithms to
solve the problem. The chapter on algorithms and algorithm
choice will consider the effect of "dummy" nodes in greater
detail.

Defining and Solving a p-Median Proble:

After an ALLOC program has read a p-median data base,
1t will accept definitions for as many as 100 p-median
problems on a single run of the program. Some information,
such as the number of centers in the problem, must be pro-
vided as a part of every problem definition. Other infor-
mation, such as the form of printed output or the use of
location or maximum distance constraints, is optional.

Required Information

A problem definition must include the number of cen-
ers in the problem. In addition, the problem definition
must contain a list of centers that the heuristic algo-
rithms can move around or add to. Centers are listed by
the ID numbers of the candidate nodes where they are loca-
ted, and the list may be in any order. This list will be
referred to as a starting solution.

g
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y, its nearest center, compute and print
. he tarting solution ind proceed to the
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Lnt 1S j.I':’l'[_M'.'?S!’_‘i’J
he ALLOC programs search the weighted
jentify distances longer than the maximum
ice these distances with a very large num-
| ] t meet the maximum dis-

ishton and Kohler, 1973), but it also

s from the weighted distance

atri Mhe riginal ALLOC program had no way of recovering
ti - 1lues at the end of the problem. The ALLOC programs
1n thi nograph can recover the original values, but only
at the end ¢ y probler not in the midst of one. For this

on imposes several maximum

. aints must be iHlIrFHEt‘fi 1n
jecreasing length, e.qg., 71'#]-'.[‘*1, 68km, 67km, etc, This per-
its smaller values to be removed from the weighted matrix

after the larger constraints have been imposed. Imposing
e smaller values first would require the programs to re-
cover lost information before imposing the larger ones, and
the programs lack this ability.
When a problem definition contains several maximum
listance constraints, the ALLOC programs check the final

gsolution for each constraint to determine whether 1t meets
the next distance to be imposed. Thus, if no node is more

than 68km from its nearest center when a constraint of 70km
is imposed, the solution would also meet constraints of
' Bkm. This feature can save large amounts of com-
puter time. The earlier ALLOC program of Rushton and Kohler
(1973) did not check solutions in this fashion before 1im-
posing new constraints.
Thﬁ use of maximum distance constraints in a problem
has two ramifications for the problem being
analyzed. First, Hakimi's theorem (1964) does not hold
whe . problem must meet a maximum distance constraint,
and a ptimum solution will almost always require centers

to be located on the links of the network rather than just
: : P

3 1 les, Many analyses may nid this difficulty by
e f3 an acceptable solut n as one with all centers at
networ ides. Alternatively, Church and Meadows (1977)
. I = 4

indicate that they have developed a method of generating
iditional nodes on the network links so that an optimum
ylution to the original problem may be found by locating
' ' e new and original nodes. Either approach

iy o il g . = il AT s ey a7 v A -k 1 ) it | TN e 1 e I . - - .
D= 1 S5 i = 1use ol onvencional P=MmMcalrall adalagol Ijl‘II-l_'-“:.! Lr_-‘

solve a problem with maximum distance constraints

he second effect of maximum distance constraints 1is
) impair the ability of the Maranzana and Hillsman-

144

Rushton algorithms to solve p-median problems The dis-
e

)S1ing an lfﬁrﬁfhr in Chapter II will discuss

i
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These procedures make 1t easy to 1nspect the printed output
t ietermine which nodes cannot be served within the maxi-
1m istance, but they make meaningless the aggregate and

vel listance measures printed for the sclution as a
whole., When a node cannot be served within the maximun
iistance, tha listance t 1ts center should be ignored. In
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unning DISTANCE
[his section describes DISTANCE, a program to compute
listances between nodes using their coordinates, and it

nning the program.

..... —

ICE computes a symmetrical matrix of distances
lock (Manhattan or right-angle) dis-
= matrix 1n machine-
Fo ALLOEC YV oOor
iirectly to UNRAVEL, for later use by ALLOC VI. To increase
compatibility between DISTANCE and other programs, DISTANCE
r J. d l'.Jl e form at card t }"1 at ALLOC V and UN-
read the matrix (Figqure I-3) and it creates
using the same format as the shortest path

between nodes, using either straight-line (Euclidean or
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algorithm SPA (Ostresh, 1973)

| data for DISTANCE are read from punched cards, In-

LT —~ Ty T = S~ R | ~ e o] - e + =k o~ = — e ] -
pu consists of a control arfl, y varliable format card, and

31 deck of cards containing node ID numbers and x-v coordi-

| nates (Figure I-3). With the exception of the variable for-
mat card, all input data are to be punched as integer
varliables and are to be right-justified in their allotted
fields. The variable format should be punched left justi-
fied, for convenience,
1.0 CONTROL CARD (required)

1.1 In columns 1-5, punch the number of nodes.




.
] - T
- F -
[ - . —
’ E
k i I =
. . .
- - & ¥ v
. | ; - L .
L el ¥ - -
r " 1 T
v & ey .
: - - '] r - r } *
. L} 1 I -
o i - i
| - = Al U U4 'l
(" — f ]
f . " - r =
r » 1 iV I i L
- . . . i : : -
i - - 1
L - L - - 1 T e I i i
- bl el " [ — ir
L ' = i "
=i T 5 F ol - = ok :
* - i - - - Lr - F .
L ’ " o J J " ] -- ’
i ' i - iy
- el fis- J - L
. . ; L | [ - |
{ - | . ‘ o = = o E
L . - bd | L ™~ O =pn - |
+ - . - - e k }
i ) [ - Y - L | & .
. . . = ) 4 =~ U =~ — .
|- " ] - ¥ - 1 e - 4 T [ i :
i ! - - . ' L ~ N
! L - = - —
S ’ L . and -
- 1 J T [ - - o - . b C ] n o 1
. . . . : 1 . i ] - - - o o [ S - d d
- L i " " L I . | T i .
» L I 1 . . " - e i
. : . : f i i Ci M 1 = Fy e - i
4 b ¥ i - - - o F . ¥ . n..| i
. = s -t L . [
i = i il 4 . . ' = -
. : L o ) . v - £a + 2 3o L
= i { - - - ' .
) L i 1 5 ) iy 'l o F L
3 | " | ' 1, - — a -
v - 4 - s . - E .r S ‘
. : 1 L | : - - ok - - 7 .
i . amm — ¥ 1
" _— " = F .- i —_— 0
L ! - a . f -
| = = a4 — i -
. - L - - ke 4 ¥ Tl T
._ I . - L - oy I
= ] - a : v y ' 0 -
. i | L) . i - : . >
- L - ! " 4 3 e ¥ L : f ] .
[ £ - . ;
1 4 i e - |84 = [ ‘ L
- l . . L & - = - - L 1
L I~ " - - = T ll : = :
I d i ¥ . " - an | i = oy =y e
- - - . - L = - =1 g . u .r
. - i . = - e~y v - &= 2 -
: . - i ol = - =TT
\ : 1 L e — —
L I . - J ) i i " A ey W
H } [ - [ i - # - - —
. ) i - C i e - ~ I = - e bl -
i . i ; i gt : . s
: . { . ok i = I o . -
{ g - . - - o _
5 i oy .. r . ' = 2 —
E x . - - : : o = -
L i i = . p - - [ Lo 1 - S
£ | - - 1 - & [ i L - g o 4+ F y
- o - = -t - — - [ ' | i
- . 4 - d . - = b " = ™ L
4 - '8 i = > e L Fe -
L i 1 - - " — . L L
. 3 i -y
. C > s - - - @
. y - - ( - ; 1 4 \ 4 = - a—
i T a 2 = U - W {
[ ¢ : + S - | ' -
. b } - 5 s, T » : -
- A . | o~ | i - L e
; . " " - .
! r+ rl ol " - s & g ' Ly
" a - | 4 s oo oo " | U 4 - b i
. : X £ A - N K = = el et o - A A
. . . b0 g+ v - . Fo -0l - oM N
— i | . 4 = - - L ] ¥ =
- ey - g F - 3 - 5 = e - T . “...l
: e - - .- =1 . 5
; . 3 e 1 L v - ey
¢ .| " Py ot 1 - 3 8
F 1 s " - - r bl e
F & i3 _|. ] e s La
J % + hid | x U e et b d (= = g J &
i by b " 4 L] 5 | 1 o gl & -
- i — gl e ) =i |
a« b - i
el e
. - o - C d -
. v A F gy
. < il [ [ :
" - - d o Y =y
; —
- ea | - -
. - .
i ¥ - . =
- - + 1 -










1|2

|5

I

—
=
]

a
]
s
i
e

e
-
.-
!
-
|
i
=l

—

....
. i
m ™
| S
= —
r &
- —

i v

= 4=
|
e
—
[ e
- o
=
*
i U
e o
- =
. T
- "
a—
e
- i
= L
ke
i
= ey
-
- d d
' 4
&
XS
{
i
i

4
- b
Ay
.
7 i
AL
i
- Ll
- rm
b W)
-
—
eoa
ol e
L =
- |-
i
< L
Ll
.
Ll P
ed
¥ L
—t
. -
b
-
=
- L4
Al
8
. i
-
y
-
-
i -
|
4 .
-
tn
i

[}
~ i
» —
o
=
P . =
o d o

i

- L
.
by

-

L
morn
11 Ul

b
F b 3
1 A v

tn q.__l..
= =




FIGURE I- Sample Printed 1tput from DISTANCI
[* ; A p M u 1 T A4 N k
WRITTEN Y eOWAH Le MILLS™MAN
UEP AR THENT UF GEUGR APHY
THE UNIVERSITY UF ITUwWa
FALLs 1975
LURPFUTE A SQUARE DISTANCE MATRI X FOR 10 NODES
w2l TE Thi Ma A | X " ITPUT ‘T | T
LIST Th MaTHlx
CUMPUTE OISTANCES USING EUCLIDEAN O STRAIGHT=L INE METHUD

' d
[
i
i
33
i
¥

ls

|
LS
i

212)

= == = = m . —— —










i




5 A pute th Y
1t eac andilda
= M nter to
dggreagace 11 51 =
4. If no centers were
return to step 2.
.
Steps 2-4 mnstitut n
algorithm converges, and usual]

cycles,

2

Ste
the Mara

usually

],*
original
tuting a

(1973) 1

]’I }.l |_'.'

tion-allocation problems b
(197

p-med iz

Church a

arammed

he corr

T3 " " b
Read th startin
= e -

ASS1an each node

For each candidat
3. Substitute it
N | - - - —

1 atcions.

b. Compute the a

sult for eacl
If moving ans
would reduce
ter that woul
the problem,
X 1F 3 center w
node to i1its
lf no centers weil

ps 3-4
nzana al

stops within

b

= § 3 1 | =
should be
article

candidate
ally movi

b

constit:y
iorithm,
tl

ite

one o

':1 o

=Tl e e l=TE o 1

eCtlons T l

nvolve these same
- .

The Add Algo:

add algorithm

nd Re
L

':r'_l"_
LA

Velle
he

has

4),

in p

1 Tlhia
'es
csach
~h of

I

s 4 §
ot L
T 2
il
|‘i

T
i

b -

| Lil
LC U
01
+ F =

(or
]_'! ean
d

al

oble

3

T -
!'\.

Im

B o @
e = 1
e - |
L
4 7 =
S A i A
(o= T | =

& i iil

" -
ol = [} -I
L1l% I |

.
f Y % T
aoes n I

-}
acn Eh
+ g = -
LE 1S5ta

AL LD .
2 UlDS L ]
F=hak -
1 &= i : I-"IJ } | § 5

T

A i
“entej
| ) i -

i1l = LELS

_—llI - :- "'i'

e A — - I- & &
+ 3 A=y 1
k - i ingd -

Greedy
proposead

humawala

in ALLOC

L
i i
¢ t
[
i
|
neco
= [
jest

T VT _:l"_
S 1n

> the

Heuristic

for sever
Yy Kuehn and Hamburger

{ 1 Q _' '!. ]

7

1‘\-T I ‘

the




+ [
¥ N [ ¥
L 3 T v
i
I
u i
' . ’ N
" " " " ¥
- . . i 4 y
. ¥ i
&= b ¥ '
¥ *
[
. v -
' 1 il
I I ™
- . - aT=% ¥
l W
# - ¥
P ¥ [
a4 -
% i . y =
. . s ) . " " Y
i 5 L
i " i . i " " . T i ™ s
i 4 " ' i
¥ ¥ ¥ = F \
. il | [ ;
3 ’ . = & = . "
L i ad § . ~ 5 i







1

i

o
r— _..l..
o L
o8

0, M
-
-~
[

O
1 -
. -
)
—~

]
(

—

-
el
- .|
L 4
[ [
e M
i
1.*
}
1
o
i
L] -

3 IMe

he

e
L=

7ith

W

ne

-

ir

rit

4

.j_l-_

per

"
it

ance

dist

= lq cl t e

TY¥
- &

"
-

4




I
I
I
|
|
|
|
o

'. -
W M=t
. g L ]
—— ] \
{ + \
] {
/ \
L
i
|
')
1 [}
i 'I 1
.IJI \
.' ‘!| \
3 B s n-
| ., ~
i
f { 4 !
& } I"'
L I f'
"
;
“ 2
; j /
L]
] e
i " ' vt N Sl w itk = fter B
! & Arag | nd rla e with a ‘B N
'8 where aggregate Jigtance w f e0ns
- ramain in this centar's service oren
counted by Maraonzono and the second phase
F & where aggregalta distance w nEcreacse
will becomsa nesarar 1 sthar anfars ACreaose
svarestimated by Moranzana
Fa ne whears gggragate 1ig ¢ § 1 & 18 & 5
e ramain n Tha Im& Sérvice ad 2 "
by Maranzona and fhe second phase
Zone where aggregate distance w jecrease
nodas horige sarvice areas Ignored i Marao




] =t ==

: 1Aanr - | 1 A J | ] l | rl. T : I--| Ir 1
- (¥ " T | "-1| \ j+ i- .
A i L |

hase Twc Phase Tw Phase Two
per formed equaled outoer formed

Maranzan Maranzana by Maranzana

SS f the complete Hillsman-Rushton

1ssed 1 he section on choosing an algo-

ylgorithm is quite different from the
the ALLOC programs. The algorithm was
le-offs between the accessibility of a
) istance, and

eristi rthi ‘andidates where
' 1da te ire towns 1in a
uld include the size

resenc f activities that could support

rated, and the cost of opening a centcer
' yarcels in an

t include the

7 of utility services

nience, he value of the index score will

ic or the suitability of the
rithm requires that this score be
ne for each candidate. The trade-off
enters minimize the aggregate dis-
maximize the aggregate suitability of

-




their locations. Rushton, et al. (1976), discuss

of this type of problem that was encountered in :
locations for primary health care in rura Towa.

A second difference between the trade-off algorithm and
the other algorithms is the philosophy behind it. The st
in the algorithm mimic a process of making decisions. In
this process, it is assumed that decisionmakers are con-
cerned with aggregate distance and sultability for the entire
pattern of centers, and with the local chanages in these
measures that result as centers are moved around to produce
a better location pattern. It is not assumed that calcula-
tions made for the aggregate measures are entirely consis-
tent with the calculations made in the vicinity of the
centers being moved. The two types of calculations will be
termed global and local calculations, respectivel Hills
man and Rushton (1976) have discussed the relati:
between the local and global calculations in a:
and it is hoped that their discussion will evenf
published.

=

EpS

A description of the decisionmaking scena:
trade-off algorithm follows. It borrows heavi £
Hillsman and Rushton (1976) paper, but it does n 1t t
to justify their assumption of the decisionmakii ; 5
of any of the specific steps in the algorithm's yperation.

The scenario simulated by the trade-off algorithm begins
with a group of decisionmakers, for whom an outside consul-
tant has just recommended an optimum solution to the loca-
tion problem. The consultant lacks the detailed information
which the decisionmakers have about their region, and
has developed the global solution without this know]

Accordingly, some aspects of the plan seem counter-intuitive
to some 0of the decisionmakers. Other aspects, either because
of political reasons or for other reasons not considered by

the consultant, are simply unacceptable. The decisionmakers
use their local knowledge and preferences, and begin to pro-
pose small changes to the plan, either to check their
intuition or to correct obvious faults. Some of these
changes, when evaluated, are found to improve the plan and
are incorporated into it. The process of proposing,
evaluating, and accepting small changes continues until no
small change can improve the plan. This kind of process
seems both common and reasonable. When the decisionmakers
have access to an information system to help in the eval-
uation of changes, this process combines both optimization
behavior and an unstructured sensitivity analysis. The
trade-off algorithm is an approximate, more structured
simulation of this kind of process.

0
o
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cample Calculations for the Trade-off A}

Row Interpretation A B C D E

' Accessibility loss
1f column center
were removed, instead
of moved 720 400 125 700 750

2, Accessibility gai
near X given abse
of column center 2800 500

L Change in total
distance moving
column center to X
(row 1 - row 2) -B0 -100

4. Standardized
accessibility gain
l - row 1/row 2 ~E =i L5

Site characteristic
of column center . 8

LN

s Value of T(x,y) for

X =0, vy = row 5

(L.e., no change) -.2400 -.5400 -.5900
e Value of T (x,y) for

X =row 4, v = .6

(1.e., move to X) -.2650 -,4800 -.521
8. Dif ference,

row 7 - row 6 -.0250 .0600 ,0687

i

! Greatest positive

value, row B .0687

Source: Hypothetical data for region in Fig. C-4. Potential
location X is assumed to have a site characteristic
value of .6 for the computation in row 7. Rows 1-3
are global calculations. The remaining rows are
local calculations.
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thm considers every potential center location

'es one or more centers during thlis sequence
1t will begin the seguence again, and 1t
when 1t cannot move any center. This se

sidering moves 1s l1dentical to that of the
irt algorithm., The difference between the two
ms 1s 1n the way that they evaluate potential
] 2sulting pattern of centers is a compromise

en the plan with the best site characteristics and

in with the greatest accessibility.

here 1s no guarantee that an algorithm would ever
1t operated on a truly local basis, without any
> at all to the global pattern. However, the

algorithm does make a global calculation when it

mines whether or not a change would improve the global

measure of accessibility. The requirement that global
| ssibility must improve, when applied to a finite number
tential center locations, ensures that the algorithm
will eventually stop. This requirement prevents the algo-
ritk rom trading the two attributes i1in both directions.
'hat 1 the algorithm cannot increase site characteristics
at the expense of accessibility. However, it can increase
the site characteristics of the pattern. The first few
moves made by the algorithm, from the pattern with the best
s1t haracteristics, necessarilly degrade the overall site
~haracteristics of the pattern. Frequently, however, the
slgorithm moves some centers back to the high-valued places

lower
cases,
higher

AS Vet

=

-

m
1

lable TI-3 contains execution times for the Maranzana,

Teitz

etweeaen

in its operation. It thus can improve the global
es of both attributes at once, although it need not
such a change to one that improves accessibility

lier, the local calculations are not
stent with the global ones. For example,
ralue of the paramter c¢ in the trade-off
local calculations (Figure ITI-3) will
tive importance of the accessibility

the calculations. This usually leads to
olution that has a lower aggregate distance and a
iggregate site characteristic than before. In some
however, 1ncreasing ¢ has led to solutions with
aggregate distance and site characteristic values.

, No pattern has been detected in the inconsistency
the two sets of calculations.

Execution Times and Core Storage Requirements

and Bart, and Hillsman-Rushton algorithms in ALLOC

=
37




IV, ALLOC V, and ALLOC VI. seventy-five ran
solu thns were generated for a 49-node, 5-cent:

and each algorithm in ALLOC IV and ALLOC Vv Wa:s

these solutions. The same procedure was used for a 10-
center problem using the same 49-node ta b
listances and weights for this data base are shown in the
sample output for ALLOC V. Ten random starting solutions
were generated and used to compare execution times for
150-node, 2l-center problem. The algorithms from al
programs were on the second two test proble i

in Table TI-3 is the average time needed %g Etzwi the data
base once and then solve the seventy-five or ten trial prob-

lems. The time needed to solve a

input, has differed from these averages by as n ich as thirty
percent. No maximum distance constraints or lorcation con-
straints were used with ALLOC IV or ALLOC V.
times and core storage requlrements for ALILJ
significantly upon the use of a maximum dist
and loose maximum distance constraints were
program was run. The effect of maximum dist
on ALLOC VI will be discussed in Chapter IV

-

rT

All times were obtainedusing The Unive
IBM 360-65 computer and, with two excuptiur ! '
table, all are based on the IBM Fort G

two exceptions used the IBRM Fortran H compiler, with th
parameter OPT = 2. When it is available for use with ALLOC

IV and ALLOC V, the H compiler is clearly preferable to the
G because of its markedly lower execution times. The H
compiler is particularly recommended if the programs can be
stored and run as load modules. Although no ¢t

reported using the H compiler with ALLOC VI, test:

during the development of that program indicat
two compilers give virtually identical execution
ALLOC VI does not use a matrix to store its da 1Se,
this lack of a matrix appears to be the main reason that
the H compiler makes little improvement in its running
time.

The execution times of ALLOC V are markedly lower
than those of ALLOC IV except for the Maranzana algorithm,
whose times are very slightly higher. The source code for
ALLOC IV was deliberatley kept simple to make easier the
development and testing of new algorithms. The sourc
code for ALLOC V was written to make the Teitz and Bart
and Hillsman-Rushton alqorithms run faster, but this was
accomplished at the expense of greater program complexity.
The time differences for the Maranzana algorithm cannot
be accounted for with any precision, and they are small
enough that they may be ignored for most anlayses. For
normal use, then, ALIOC V's faster execution makes it pre-
ferable to ALLOC IV.

Just as ALLOC V is faster than ALLOC IV, so ALLOC VI
1s faster than ALLOC V. Again, speed was gained at the

-
30
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expense of greater complexity. Even when ALL

with the H compiler, the Teitz and Bart algorit

saved from 22 to 57 percent of the execution tim (Uir:

by the one in ALLOC V., When ALLOC V was run with the G com-
piler, some of the savings from ALLOC VI were even areate:
As a later section of the appendix will show, however,
substantially more time and effort are needed to prepare a
data base for ALLOC VI than for ALLOC V. Since the absolute
time savings for ALLOC VI are small, even on the 150-node
test problem, the extra time and effort needed to pr-pare
small data bases for that program may make ALLOC V a more
attractive choice if the Fortran H compiler is available.

ALIOC V solved the two 49-node test problems in 70 K
bytes of core storage on the IBM 360. Using the G compiler,
it solved the 150-node problem in 148 K bytes. The H com-
pliler required only 144 K bytes. The corresponding figqures
for ALLOC IV were 70 K, 144 K, and 140 K bytes Using the
G compiler, ALLOC VI solved the 49-node problem in 74 K
bytes, and the 150-node problem in 134 K. The core storage
requirements depend in part on the use of halfword storace,
as permitted by IBM Fortran. Halfword storage is not part
of ANSI Standard Fortran, however, and the Ams may
require more core storage on non-IBM computers. Inaddition,
core storage requirements depend in part upon the numbe: i
input units from which the data are read. [n th ases

cited here, all input was from punched cards. Readina data
from tape or disk requires additional space for input
buffers.

As noted earlier, ALLOC V and ALLOC VI were developed

to solve large p-median problems. No systematic comparison
has been made between the programs and the algorithms for
large problems, because of the cost, but a few runninag times
and space requirements will be rePDrted here. The largest

problem yet solved with ALLOC V was a 521-node, 100-
candidate, 50-center problem. The data base was a partial,
rectangular distance matrix, and the program required 320 K
bytes of core storage. The Teitz and Bart algorithm used

3 minutes, 39 seconds of computer time under the G compiler.
The algorithm required 2 minutes, 54 seconds of time when
the number of centers was reduced from 50 to 25. A third
problem reduced core storage needs from 320 K bytes to 190 |
K bytes by reducing the number of candidates from 100 to 25.
The number of centers in this problem and the time needed to
solve it were not preserved for comparison.

An earlier version of ALLOC VI solved a problem with
2990 nodes, 180 candidates, and 102 centers. The analysis
required that 23 of the centers be constrained to specific
candidates. The Teitz and Bart algorithm required 1 minute,
57 seconds for the problem, and the program required 396 K
bytes of core storage. Approximately 25 seconds of this

40




1 d 1lgorithm and the trade-off algorithm in ALLOX
O I.

| ] : T i : gk | o P - =
E  DEe] cimeda 1n 1 Systematlic way. necause

Wilng section discusses factors to consider in
"hoosing at 1 lgorithm to solve a problem. Following this
3 1 O1 inother section considers the possibility of

jorithm to i1mprove the solution cobtained from

In a few cases, the choice of an algorithm to solve a
particular problem 1s clear. When a problem contains only

S
rithm

o} I L 1 lgorithms ept the trade-off alqgor
& - - 1 . AT T ™ ¥ -
4 L LIt E tl I S L L 1 L I | I LInnele 1." i t =
M 11 - Ch 1 !-.'r, Y E ! D 5 = t l -,,-;

ts speed. The
MaranzZana algorithm also seems to do as well as the other
1n solving problems with only two centers

F 3 , ) 7 St Thi lgorithm should be run several
t such problems, but this will still take less time

|
than running the other algorithms. For larger numbers of

~enters 1e robustness of the Maranzana algorithm--its
| - ., 5 M " . =

bility f find good sclutions--diminishes rapidly, and

ther al rithms should be considered. The Maranzana

= T

1lgorithm 1s not available in ALLOC VI, and the first
pnase of the Hillsman-Rushton algorithm is the fastest way

to locate a single center in that program. The two phases
>f the Hillsman-Rushton algorithm may be run as indepen-

‘ithms 1in either of the programs, if desired.

A
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s further research but the

Ly

-

= following
1% Prohibiting centers from locating at
that is, reducing the number of candidates
I 1 1 lreitz and Bart
ishton algorithms. Of course, excluding a
1
s
"

L |

|

le effect on the

11l1d be in the optimum solution neces-
ily requires the algorithm to find a worse one, but
these two algorithms should remain fairly robust when
} LN ] : Lldates. Unless the ratio of
es 1s relatively high, excluding candi-
tle effect on the Maranzana algorithm.
_ f ¢ ' | C s on the add and trade-off
jorithms is harder to predict, but 1t 1s probably greater
: } ' ithms. Excluding a candidate that
the add algorithm would otherwise choose early in 1its

operation may lead to a quite different pattern of centers.
R -

The same may be said for excluding very suitable candidates
for the trade-off algorithm. The use of a partial, rectan-
rular distance matrix would have an effect similar to the

Bl

use of this type of location constraint.

'onstraining one or more centers to remain at certain
nodes will drastically reduce the robustness of the Maran-
zana algorithm, and it will probably cause a noticeable
reduction in the robustness of the other algorithms as
well. Increasing the number of immovable centers 1in a
problem decreases the flexibility with which the algorithms
~an e the other centersaround, and this reduces their
robustness. An even distribution of immobile centers will
probably degrade robustness more than an uneven one, al-
thouagh more research needs to be done to confirm this

P =

t
hypothesis, On the basis of its overall performance, the
ol

¥ =

dll Inove

itz and Bart algorithm will probably be more robust than
he others in solving problems with immovable centers. It
should probably be run several times on such problems

=
3
however, even small ones.

The choice of an algorithm 15 less clear in other
situations. Tables II-4 and II-5 present results from
running the Marnazana, Teitz and Bart, and Hillsman-Rushton
algorithms in ALLOC V on the three test problems discussed
sarlier. In this case, however, twenty-five randomly
nerated starting sol

I

je utions were used in the 150-node,
2] As before, no location or maximum dis-

2l-center problem.
tance constraints were used on the problems. Table II-4
summarizes the mean and extreme values of aggregate dis-
tance for the random starting solutions and for the

lons obtained by the three algorithms on the problems.

rable II-5 presents the frequency with which the algorithms

)
)

ound different values of aggregate distance. The values
tables may be used with the execution times from

when choosing an algorithm.

D
i |
= (L
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On a small problem, such as the two 49-
lems, the Teitz and Bart and Hillsman-Rushtor - =

require very little computer time. The Teitz
algorithm 1s more likely to find the optimum
problem of this size,? and it seems almost certain t

()

at least once if used with several starting solutions to th
problem. By the same token however, the Hill: ,

algorithm i1is more likely to find several agood solutions ¢t
a particula d

+

-]
n
|
|
)
+
=

r problem of this size. The ability to obtair
range of good alternative solutions to a problem is one
argument made for using heuristic algorithms. By this

standard, the Teitz and Bart algorithm is a poor heuristic
because 1t 1s too consistent. The Marnazana algorithm may

not be consistent enough, however.

For larger problems, such as the 150-node, 21-center
problem, both the Teitz and Bart and Hillsman-Rushton algo-
rithms provide a range of solutions, and those f m th
Teitz and Bart algorithm tend to be slight] bette n th

average. The Teitz and Bart algorithm reg
of nearly three times as much computer ti
tion, however, and it is an expensive met
a range of good alternative location patte:

As mentioned i1n the discussion of executic

of the Teitz and Bart algorithm may requir: .

of computer time for larger problems. The Hillsman-]
algorithm would probably require from one-third to two-
thirds as much time, depending upon the problem. Th
absolute difference in the times required by the two a
rithms will increase for larger problems. As it increases,
the Hillsman-Rushton algorithm becomes an ever more attrac-
tive choice.

Using a Second Algorithm to
Improve the Results of the First

Rushton and Church and ReVelle (1976) have discussed
the possibility of using the p-median solution found by one
heuristic algorithm as the starting solution for a second
algorithm. The hope 1is that the second algorithm can im-
prove upon the solution from the first. The ALLOC programs
permit any problem definition, except one involving maximum
distance constraints, to use this "piggybacking" approach '
automatically. The algorithms in a program may be "piggy-
backed" in any combination, and the two phases of the
Hillsman-Rushton algorithm may also be requested as separate
algorithms and "piggybacked" with the others. The Hillsman-
Rushton algorithm is itself a "piggybacking" of these two
phases, which alternate automatically until neither one can

C

"Rosing et al., (1979b) report that the best solutions
shown in the tables for these two problems are in fact the
optimum ones.

16




sts the possible "piggyback" combinations
the ALLOC irams, and it indicates
11 , the se will improve the solution
from tli ] ' bvi , second algorithm cannot im-

rove the solution from the first 1f that solution 1is the

o

optinm , A 1t | fail t improve many good solutions.
NOr can an algorithm i1mprove upon 1its own scolution, unles

pped prematurely by limits on computer time
r pages of output. 'hus, neither phase of the Hillsman-

Rushton algorithm can improve a solution from the complete

algorithn 'h Lllsman-Rushton algorithm can improve a
solution obtained by its first phase, but only through the
action of its second phase. In some cases, an algorithm
has been observed to improve the solution from another.
'hese observed improvements are noted in the table, as a
11de to selecting algorithm combinations.

! binations labeled "impossible" or simply "pos-
51k requll ‘urther explanation. When the Teitz and Bart
a | rithm stops, it has determined that the aggregate dis-

tance for the problem cannot be reduced by relocating any
' ' ers to any of the other candidate nodes.
When each phase of the Hillsman-Rushton algorithm begins, it
examines only a subset of the possible moves that the Teitz
1 | ! 1 and reject ed. The first
locate the most expendable center,
) move each center withain
_ ut not beyond. Thus, neither phase alone
Or 1n combination can improve a solution from the Teitz and
' ' ' 1zana algorithm cannot
I tz and Bart algorithm. The
Maranzana algorithm can move a center only if the center is

et
-9
1
e
(o
' - P
b
Ko
-
|
+
3

ycated within 1ts service area, and the Teitz
less each center 1is

,_
=4
i
4
1
s
i
4
+

:
N
1
Y
n

ning shows that the Teitz and Bart algo-

rithm can improve a solution obtained by any of the other

algorithms, although the robustness of the Hillsman-Rushton
provements unlikely in its case. The combi-

nations labeled "possible" i1n the table, without further

_ )le under these types of arguments. The

vement was never observed i1n the development

B '_'E.:ulL'l £ 1Lnmpr E
f the algorithms and, in some cases, the combination was
never tried.

The add algorithm, contained only in ALLOC VI, 1is
listed as a first algorithm, because 1t can be used to
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r both. O rm or ti ! must b :
nave he service ari population and t]
T T )
ea h Cenceay I"} Nt g
1 hing the p-Median Data 15§
= - = = T =z = . e

J'1'&['*":{" -' . 5 3 5. ree .l*l".:'li 1 \ Y s Il 1 LT :
the list of nodes and the distance matri the 1 e popula-
tions; and, if the distance matrlix 1s not sguare, th
numbers of the columns of the matrix that repres t -
late nodes. Figure III-] l1llustrates a sample input el
. pl 1N pu 1 k
r-‘ '?. .'h'-I_II_rI-_” : 1"\' =
10 CONTROL CARD (required) ,
o In columns 1-5, punch the number 0f node
of nodes (number of rows in the distancs
number will be referred tO as N.
-} = 1 . B o - _ . . & . l
Lo I[f the distance matrix is square, skip
wise, in columns 6-10, punch the number:
nodes (columns of the distance matrix) . 'hic
will be referred to as NS.
- If the nodes are to have unequal populations Kip t
l1.4. Otherwise, in columns 1 1-15, punch the population
to be given to each of the N nodes 1n thi lata

.4 If you want the program to I
tance matrix, punch 1 in column 20. | therwise, V€
column 20 blank.

1.5 This field controls the symmetry check feature. [f you
ire not using a square distance matrix, or if vou do
not want your square matrix checked for symmetry, ski
R S

During the symmetry check, the program locks for and i
prints every symmetry error in the distance matrix. To

make the program attempt to correct any syvmmetr

which it finds, and then solve p-median prwhlené using
the "corrected" data base, punch 1 in column 25. I1
the program finds a symmetry error, it will replace the
distance below the matrix diagonal with the distance
above the diagonal. If you have directed the program
rint the unweighted distance matrix o) BT 7 0 e

1

to

Pr

E

't the "corrected ]

version, not the original.
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) St - 3 11 F 0y = 1 t el
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L 1 print 1 '[ lete W l | ri':l
. 13 ] .
: . , ram' e bilitv t y over the
I 1 T i | 5 ¥ 4 [ 1 «r = ™Y i‘ % TT ‘4?1't"l
Wt L ! i L £ 1 OLVES 4a :-1“. L Il
tar nstraint If this run of the pro-
t nt i problems with maximum dlsS-

5 1 i
art skip to 2.0 therwise, you must supply job-
b o | 1 1¢ =T 1} T~ | 1t an '.TLf - ™0 I,-"}_T:{'l [ | ‘-'IE'TH

FTO11 e DI UNIT=¢ | ¥, ol ACE=(CYL:;11; 1] , RLOE) ,
B= CFM=! |
n I r 1 11 t ATIOC Fro i ched
1 2 1 1 1 E'Jr Alil : 1S Irom Purnt 1eC

s . If this 18 the case leave the remainder of the

wve ALLOC V read part or all of your input data
f1 magnetic tape or disk data sets, punch the input
nit number for the data in the appropriate field f rom

thi 1st below. The data items 1in the list will be
jescribed shortly, at the rererence numbers given 1n
' i ¥
ita Iten Columns Reference
Format for list of nodes and
iistance matrix”® 31-35 2 .
5% | f les anc istance matrix 36-40 2 .

u.;l“

Format for node populations® 41-45
Node populatlions 46-50

ot ) 1 7 ey o s s = C EE
Format for 1l1st Ol andidate nodes® >1=233

e Q0 T ol 0 o

3

rma a : ] 5 4.

List of candidate nodes 56-60 4 .,
Problem definitions*® £1-65 e =

(Ve
o

|
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f the matrix might require 6 cards of 15
mbers each and one card with only 10 numbers. This
ID number and row could be read using a format of
L 5T a format of (6(1515/),101I5). [£f your matrix

has been prepared by SPA (Ostresh, 1973), your format

] : If your matrix has been prepared by DIS-
TR MNMI =1 3 - —_— . - - —_ rv" A = - 1 s
w1k W 5 fi', [) r YOUI format 1 - i L5 ..-'-IT_J', dand vYou

should use the format card punched by that program. 1 ;

11 are using a square distance matrix, 5k.ly- e £

i

'he format for a row of the distance matrix must not
he row. [ £
111 ards r one row contain more than NS distances

ample, if you were reading from the caras o

remailnde: v this deck contains the node ID num-
e format. The 1D
number for each row of the matrix must be punched 1in

.1d preceding the distances for the row. If your

| L Fa T TCOMARNME
3tri1x has been prepared DY PA or by DISTANCL, 11
meets all requirements of ALLOC V and may be used
1 1 s
wilth t nanges.

L T sour nodes have equal pe sulations (l.3), Or if the
iistance matrix contains coefficients for a problem




30

3 ol

34,2

NODE POPULATIONS (optional).

On the next card, punch a Fortran formai
card of the population deck. The format

 — =

integer fields.

For example, the population deck for the 99 counties in
Iowa might be punched one population to a card, with

the ID number punched in columns 1-5 and the population
in columns 6-15. The format for this deck would be
(I5,1I10). 1If the populations were punched five counties
to a card, with five columns for the ID number and ten
columns for the population, the format for the deck
would be (5(I5,7110)).

The rest of the deck contains the node ID numbers and
Populations, punched together for each node, with the
ID number preceding the node population. ¥You

punch more than one ID and population per card, as long
das you do not split a node ID and population between
two cards, and as long as each card (e; ept possibly the
last in the deck) has the same number of node ID numbers
and populations. Node ID numbers and pocpulations need
not be in the same order as the ID numbers in the list
of nodes (2.2). The program will place them in the

proper order after reading them.

If you are using a square distance matrix, skip to 4.9.

LIST OF CANDIDATE NODES (optional).

On the next card, punch a Fortran format to read
card of the candidate node deck. The format must
specify integer fields.

The rest of the deck contains the ID numbers of the
candidate nodes, punched to be read by the format. You
may punch more than one ID number per card, as long as
each card (except possibly the last) has the same
number of candidate ID numbers. The candidate ID
numbers correspond to columns of the distance matrix,
and they must be punched in the same order as column
elements were punched to be read from the distance '
matrix (2.1-2.2). Thus, if the first distance in each
row of the matrix was measured from a node to a candi-
date with ID number 25, and the second distance in each
row was the distance to candidate number 30, the first
two candidate ID numbers in the candidate list must be
25 and 30, in that order.

This completes the p-median data base for a series of
problems.
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place a \rd onta ing 99999 p [

AUTOMATIC HIERARCHY CONSTRUCTION (opt

‘onstruction of spatial hierarcl 1 S e |
iefining the lowest level th \lerarcl s though it
were a typical p-median problem, | by punchin ne
total number of levels in the hierarc] n lumns
36—-40 f the Pr yblem definition r that L 21, sl
value punched in these columns appears s MUP o r
printed 1itput. Each of the nainling levels isdefi

1s th h it were a separate, typical p- lan problem,
except that no initial list of cent: 1S pli as

levels, the program selects a starti -

the fFirst enters in the list f cer

preceding level. 'he number of .

need nc be punched 1in the definitic :
levels.

Al f_j"ll“l, ‘1"! no T":._:!}r:ir-',!”ﬂ 1stance “ T t1

on any level of hierar chy, locati

1sed 1f desired and may be repeated

program removes
candidate in the data

fined after the construction of a hi i t x
location constraints, it cannot automat i ] Yy repeat

the location constraints imposed on the hierarchy.

The following example will construct a thr ler-
archy of ten, six, and two centers, using t [ei1tz and
Bart algorithm for the bottom two levels an

Maranzana on the highest. The node with ID er 49

1s to be forced into the lower levels of the erarchy,
and out of the third.
10 2 1 1

constraints goes he

cation :
with ID number 49. | i

[A deck of lo
to the node

responding
1 8 26 49 7 11
[ ID number

fields to be started
archy. ]

49 could be punched in any of the first
in the second level of the hier-
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tance file. The part of the file that applies 1ch -
date is termed a distance string. Thus, th

tances 1n the file are the distance string

candidate, and the next four are the string for the s«
candidate. The complete distance file would contain a
distance string for each candidate.

The result of this conversion process

In order to use the distance file, it i1s necessary to
know where each distance string begins and ends. This infor-
mation 1s recorded in an index file, as the number of dis-
tances 1n each distance string. For the first candidate in
the example, the index file would note that the first string
contains six distances. For the second, it would note that
the string contains four distances, and so forth

= L

It should be apparent from the precedi: scription
that a distance file and index file togethe: equire sli
more than twice as much core storage, per '
as a distance matrix. The distance file

|_.-
™

storgge unless at least half of the distances can be discar-
ded. This magnitude of reduction is fairly easy t aichieve
in problems with many nodes and many centers. In the 299%0-
node example cited earlier, the implicit maximu Lstan
permitted roughly 93 percent of the distances to bediscarded,
and the use of fixed centers eliminated eve! ! listances.
Even on a modErate—517Lu problem such as the 150-node, 21-

center test problem, a very loose implicit maximum distance
constraint reduced the number of distances from 22,500 to
9,188. A smaller maximum distance, but one that was still
larger than needed to solve the problem, reduced the number
of distances further, to 4,844,

In addition to affecting the amount of storage needed
for solving a problem, the implicit maximum distance con-
straint also affects the execution time of an algorithm that
uses the distance file. Only the distances in the strings
will be used in the algorithm's calculations Reducing the

number of distances in the strings reduces the number of
calculations and therefore the time needed to solve the prob-
lem. Table II-3 reported execution times on the 150-node,
2l-center test problem using two implicit maximum distances.
The maximum distance of 100 yielded a file of 9,188distances,
and the maximum distance of 70 left 4,844. ALLOC VI needed
much less time to solve the problem when it used the smaller
distance file.

6FaLLOC VI uses halfword storage for the row subscripts
in the distance file. When this type of storage is available
the distance file will save storage if as few as one third of
the distances can be discarded.
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I[f your matrix has been prepa
your format is (141I5). If vyo
pared by DISTANCE (Chapter I)
and you should use the format
program.

3.0 DISTANCE MATRIX (required) .

J.1 The remainder of the input de
numbers and distances to be r
ID number for each column mus
in the column. If your matri
DISTANCE or by SPA, it meets
UNRAVEL and may be used witho

Error Condit
The following condition will
and stop the program.
| Request for the distance
written on punched cards

data.

Program Dimen

The array dimensions of UNRAVEL presently permit i
use to reformat a matrix for 150 nodes. The comment card

the beginning of the program give
the dimensions of the program arra
dimensions, UNRAVEL requires only

after it has been compiled. Core requirements will be somewha
L

greater 1f the matrix is not read
the index and distance files are n

= | STF
i - |
¥

Ur macrlix
&
|
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FIGURE IV-4b Sample Punched Output Deck from UNRAVEL
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base. In ALLOC V this limit depends upon the

nodes 1n the list of nodes and the largest
tance: the product of these two numbers must
2,147,483,647 or the algorithms may fail t f
j1on., '’ A similar limit exists in ALLOM L, 1S

1t ed waiﬂu the number of distances in th S sta
string instead cof the number of nodes. I 1 q1Ve S ] f
problem this permits the use ¢ larger | lations. If a
lata base exceeds this limit, ividing the populatior f
every node by a constant Til, Laﬁl_w the size of the largest
welghted distance without affecting the definition or solu-
tion of a problem. ALLOC VI can be requested to scale the
population in this manner, with the resulting population
rounded to the nearest integer. When the range of popu-
lations in a data base is larage, hﬁwﬂTur, dividing the
population by a constant may cause some of the smallez
populations to be recorded as zeroes, The 1
treat these nodes as "dummy" nodes in the pri:

ALLOC VI can read a distance file and i : ightei

implicit maximum distance constraint on the dat iSe. !

example, assume that the distance fi
maximum distance of 100km and that a
be defined can be solved with distances of
ALLOC VI will read all of the distances 1in
can be directed to discard those that are larqg
of this feature causes ALLOC VI to store fewer dist :
and operate i1n less time. Tightening the Jn-ll-lr max 1lmum
distance in this way does not preclude or require the use
of tighter maximum distance constraints later, when prob-
lems are defined and solved.

To reduce the time needed for reading the p-median data
base, ALLOC VI has been written to read the distance and
index files and the node pﬁpulitiﬁns as either formatted o1

unformatted data. Unformatted files are read and proces-

sed more gquickly than formatted ones, although no sts
have been done to determine how much time 1s saved with un-

1
formatted files. If either the index or the distance fil
is unformatted, the other must be. The populations may be
formatted or unformatted regardless of the form of the dis-
tance and index files. If the populations are formatted
they may be in any order within the populations deck, as for
ALLOC V. If the populations are unformatted, the popula-
tions must be in the same order as the index file and the
list of nodes. The program RETRENCH, discussed in Chapter
VI, will unformat a formatted population deck when 1t edits
the distance file of a data base.

If fixed centers are used to identify and eliminate un-
needed distances in the distance file, as discussed 1n
Chapter IV, then the fixed centers must be made a part of

‘This number is machine dependent and may be larger or
smaller on machines other than the IBM 360/65 on which the
programs were developed.
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It does not affect the operation of the algori
of maximum distance constraints, oOr
ture. The algorithms locate centers to minimizi

distance from all nodes in the data base t
center, not just from those inside the study LO1 S i
istance constraint in a

larly, ALLOC VI applies a maximum d ANCE
problem definition to all nodes, no ust those inside.

A node is designated as lying inside or outside the
study region by means of an extra field on the index file.
The program UNRAVEL assumes that all nodes fall inside the
boundary of the study region when it creates index file
records. A node may be declared to be outside by processing
the index file from UNRAVEL and altering this field on the
appropriate records.

Problem Definition Features

The basic elements of a problem definitior r ALL
are similar to those for ALIOC V. The deflr
specify the number of centers in the problem,
solution and, usually, an algorithm to sol
Location constraints may be imposed on a prc
repeated automatically for several problem I
Maximum distance constraints may be imposed on a prob
and a constraint may be computed after a problen
to try to improve the solution. ALLOC VI requir: .
this information in different forms than ALLOC V does, how-
ever, and it also permits additional information 1in a
definition.

'S MOST

The form in which ALLOC VI reads location constraint
data was designed to make it easier to keep rec f the
constraints imposed on a problem, and to be mor nvenient
than ALLOC V when the data base contains many nodes. For
example, when ALLOC V reads information to change even one

constraint, it requires a list of the constraints for every
node in the data base, and it requires the list in a form
that is susceptible to keypunching errors. ALLOC VI re-
quires information on location constraints only for the
nodes whose constraints are to be changed, and it requires
that constraints be imposed using the ID number of the
node. Where ALLOC V assumes that constraints are to be l
cleared after each problem unless specifically requested to
repeat them, ALLOC VI assumes that constraints are to be
repeated unless specifically requested to clear or change
them. ALLOC VI prints information about location con-
straints in a form that is easier to interpret than the

one from ALLOC V. ALLOC VI may be reguested to print the
current constraints without changing them.

The printed output from ALLOC VI differs slightly from
that of ALLOC V. Unlike ALLOC V, ALLOC VI does not print
information about the solution at the end of each cycle of
an algorithm. It prints information only about a problem's
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suitability scores or other second factor infor
the parameters of the trade-off algorithr
numbers. All other data are read as 1ntegers

tance, index, and population files may be ad
or as unformatted integer data. All formatte: S
to be right-justified in their allotted fields

The section contains three parts. The first gives
directions for punching the p-median data base, and the
second gives directions for punching cards to define and

solve problems. The third section lists conditions that
will stop the program or cause error messages to be printed.

Punching the p-Median Data Base

The p-median data base for ALLOC VI consists
card, a control card, as many as three format
many as five decks or files of information.
contain: the index file; the distance file;
lations: a list of fixed centers; and the suilt
second factor of each candidate node. Figure V- llus=-
trates a sample input deck for ALLOC VI.

1.0 TITLE CARD (required).

In columns 1-40, punch any desired title information.
This title will be printed at the start of each prob-
lem, and it will appear in the header record of any
machine-readable output.

2.0 CONTROL CARD (required).

2.1 In columns 1-5, punch the number of nodes in the lList
of nodes (number of rows in the original distance
matrix). This number will be referred to as N, and it

will appear in the header record of any machine-reada-
ble output.

2.2 If you obtained your index file from the program UN-
RAVEL or the program RETRENCH, punch a 1 in column 10.
Otherwise, in columns 6-10, punch the number of dis- |
tance classes in your index file.

~a
.
L

In columns 11-15, punch the longest distance to be
stored during this submission of the program. ALLOC
VI will read every distance from the distance file,
ignore any that are greater than this maximum, and
compute a new index file for the shortened distance
File. TIf all distances from the distance file are to
be stored, this field must contain a distance equal to
or larger than the longest distance in the file.
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151 L X€e SIS 18 T Di read.,
i e does not ntain a second facto:
J1E o=-60 bl il K 1N a ::..L'.if.'i 1 LA,
1NN columns o=0U tThe 1nput unit
} ! which the second factor file is t b
-& 2y
A | I D] ' erinictcions are to b read from
B T - | - - 1 el el = E 1 = Lr = &= L .
t 4 14 i i i 1 ! I 'I_ B B 1.}]-b-| !Jj ['.} l[,: "'"n]t LI'I
| e 5 ; = S .o
2.14 therwise, punch i1n columns 61-65 the input unit
) =1 ! &= o : Al G 4 )
LLLTHOE ] mwhlch = F { I 15 ) |1'11‘-1.' DI t-lr-fln
: rin1t] ns .
3 1 T 4 X F . J = : ¢ . P . il s g
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¥ | T = " r
skin t 1
T T R A T ETT ' B . - 1
FOl E AL NI n  ANI [STANCE FILI (optional).
1 I = ] = ™ = S i
. ex 1Td, puncn & rortrail format to read the
ti for ne node 1n the 1nde file, [h1s for-
= T ) T .l & F = %y ¥ ~ - q | = -
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e 1Y Ltk ] # i ie 1 .--'--r Lt g e r[!' i | 1 &
stance lass. [f your 1inde fi1les were
E 3 AT M T TT T - - ol -
created Dby NRAVEL, vy r format 1s (61I8).

. 4 n tihe next card, punch a Fortran f - S0 read Tt
11stance strii r one node 1n thi 1stance file. Ar
exampl bhe [415), the format or files created
by UNRAVEL.

: . U [NI AND DISTANCE FILES requlred)
: i 1 tFe i F he 1 nlew e 1stance 1 les wer iaS—
" | 1 n earlier section, with an example. The
T S 0O the st files ire lis D1 l_'_]'.' nere., I {
yOUu €5 were prepart L t! DI iram UNRAVI Y the
1 RETRENCH, the: ! thi ptions below
i i 3 | -. ".!' }.T-: r g ':-_ri-
4 . ! ich node in tl! ’ , the index file
musit ~ONnt Lils
. The sequence numbe: row number ~ the origi-
nal distanc Macrlix, 1 CS1tl1ol il o g Y To:
1N the 1l1st I noges r the | 14
= The ID numbe: f ti noace .
" » 27 4 " T . F Y T8 =)
_‘!‘ i T %ol = I.J _ll 1 ||1' 1 i i
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i A 1l 1f the node 1s considered
study region; a 0 if it is cor
outside.

6. The number of distances in thi
class: 0 if the node is not a indidate

1. The number of distances i1n the second dis-
tance class; 0 if the node is not a candidate.

Continue for as many distance cl: N L1e

contains, to a maximum of eleven c

iy
)
M
iy

The information in the index file must be provided in
the order above. If your index file is unformatted,
and you are running the program under IBM Fortran,
items 1, 2, 3, and 4 must be four-byte integers and

the remaining items must be two-byte integers.

For each candidate node 1n the list of nodes, the 1 S—
tance file must contain:

1. The sequence number (row numbe: f the rigi-
nal distance matrix, or positi f the can-
didate in the list of nodes] ' :

2 The diagonal element of the original distance
matrix for this candidate.

3. The row number of the node nearest to this

candidate.
4. The distance to the node in 3 above.
on The row number of the node second nearest
this candidate.
6. The distance to the node in 5 above.
Continue for as many nodes as there are within
the string.

The information 1in each string must appea:
order above.

There must not be any string in the distance file if
a node 1s not to be a candidate node in the data base.

If your distance file is unformatted and you are run-
ning the program under IBM Fortran, all items in the
string must be two-byte integers.

The program reads the index and distance files 1in
alternating fashion starting with the 1index for the
first node in the list of nodes, followed by the dis-
tance string for the first node (if the node 1s a
candidate), followed by the index for the second node
in the list of nodes, and so forth. If both files are
read from the same input unit, as from punched cards,
the data on that unit must be organized in this same
fashion, as:
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second factor values are punched in fields [ S1X cCcol-
mns, thirteen fields per card. Eacl iel orres-

ponds to a node in the list of nodes. rhe first field
on the first card corresponds to the first node in the

Li8t, second to the secon:
of the second card to the

node 1s not a aindidate node,
factor file may be left blank
second factor values must lie

inclusive. They
rily integers. If the
ched without a decimal
assumed fall
column of each field. I f
a decimal point, the
in the field.

necessa
are pun
point 1s to

the

decimal
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fourteenth

between the s

point

1 node the

noge, etc.

the
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1ts field in

a2CL

within the range from
are real values, not
second factor values
point, the decimal
econd and third
values are punched with
nay fall anywhere




i o A I & Ll A &) S | L |
! i A\ eck: f 'he f1 v lecks ontain:
paramen ! thni crage—-ori ;| 1Orricnims: location nstraill 37
| 1 st nters t erve as a starting solution: maximum
1stanc nstraints; and information to control the add
lgorithr th ontrol card and the 1ist f centers

A\ . 1S Oone hundrt problems may be defined on each
-I- :—\. i ¢ T T i | Ly . i lr\i 1 1 S manvy -F—.l-., _}1! = ! } ] I i b 14 .r'l.fa 1‘_- o 4 I{l
1nput - leslixyxeq.
[ - = I -u‘ T Ti l‘ |:1| I?‘r: =T '|' "_-‘-u__l- J ( r i 1||l re !
) mns l-5, punch the number f centers 1n the
tarting solution, int iding any fixed centers (7.0).
I example, 1f the data base contains three fixed
1 1 Vil r-|1-|1 t L|_||'._-]'|'|-' :.I-Il:.rrl =T 1j'|ll" |r|—_|_]
ters, punci In columns 4 and 5.
"__ 1 | ‘I_,- o J.""- f_ll'lr ‘: Iy Y J"'n i ;T." 1 S ] BE rirn
the problem, and 1ts value appears as MALG on ths
E :n-l ‘4:_-_”1. ) Ir v Wl b T1' 5 Y 1ra I { |1--|—.-|: BEe = anda
print information about the starting solution, but do

want an algorithm to try t improve 1t, skilp te
-} r =B R & | ¥ + | T i ¥ ;o T T
' . ! [ L=, 4 1 | iiftli ] r tJ'_.r. Il e 11 T}. i r O
wing list that corresponds t the lgorithm
T = 1 -
a1tz 1al Bart WiKe [ 1 TNt
) '*-_" sman=—F |'_‘:j:|.‘.|'-T' } | O r 1T NI ¢ I}‘| 3§ -_' [1
Hillsman—-Rushton algorithm, phase 2 only
' e~ e ) i - . e
- Hil lsman-Rusht: lgorithm, mplet
r ] 3 A It ¥ 1:lr OX .'-: . -I. “l r-..i.
' Trade-—ot alagorith
'h T e of MALG will appes n the header recaord for
machine-ri lable 1tput.
} mn l5 contr 5 the ‘ f location onstraints, ant
1t 8 ippears a [CON o1 e printe utput. [ 1
5 L g i = -
0 vant t lear an 1 L 1 catl1or nstraint




FIGURE V-2 Sample Problem Definition for ALLOC VI,
Showing Use of Add Algorithnm
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FIGURE V-3 Sample

&

Problem Definitions for ALLOC VI, Showing Us
of Trade-off Algorithm and Location Constraints
1 100 Q7 'k & ¥ Nx
- - t b
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e - iy
i 1 '8 5 \
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iswane iz P Sl e MRl
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['_ s g 17 xW// “
e - Do — ¥ AR STARTINC
i L \"\‘ \ | =5 J"_r__ o
- —— s == el | USE LOCATIUN Mol
/f\ 1 - PROBLEH--PRINT THE
e ——-*K\ | - __ DEFINE NEV PROBLEM
By By gl e
T R b /~ Z ___LIST OF CENTERS IN STARTING

Ir=r =

1,000

(REQUIRED)

. CLEAR, SET, AND PRINT
LDCATION CONSTRAINTS

‘53_____:__ PARAMETER CARD FOR TRADE-OFF ALGOR]THM

PROBLEM DEFINITION CONTROL CARD
(REQUIRED)

e___

TAMCE |

THIS §




change any existing location constraints,

list of the nodes that have location const:
in column 15. Dtherwise, leave columns

and the program will use any location [
were used on the preceding problem. Note t 1€
differs from the method of repeating ] tion con -

straints in ALLOC V.

The next field controls the use of a second algorithm
on the problem, and its value appears as MALGZ2 on the
printed output. If you do not want to use a second
algorithm to try to improve the solution obtained by
the first, skip to 9.5. 1In addition, 1f the problem
definition will include maximum distance constraints,
the program will not use a second algorithm on the
problem, and you should also skip to 9.5. The value of
MALGZ2 will appear on the header record for machine-
readable output.

Lf

In column 20, punch the number correspo:
second algorithm that you wish to use
using the list at (9.2). The second alg
as its starting solution the solution
first algorithm.

The next field controls the use of maxii _
constraints, and its value appears as KRIT on the prin-
ted output. If you do not want to use any maximum
distance constraints on this problem skip to 9.6.

If you want to impose a list of specific maximum dis-
tance constraints on this problem, punch in columns
24-25 the number of constraints to be i1mposed. No more
than 30 maximum distance constraints may be imposed on
one problem.

If you want to solve the problem, find the longest
distance from any node to its nearest center, and 1mpose
a maximum distance constraint on the problem just less
than this longest distance, punch the change in the
longest distance in columns 21-25. For example, 1f you
want the longest distance reduced by 1 distance unit,
punch =1 in columns 24-25. To reduce the longest i
distance by 2 units, punch -2, etc. After computing and
imposing this constraint, the algorithm will try to meet
it. Only one distance constraint may be computed in
this manner for a problem.

Column 30 controls the printing of the list of nodes and
their nearest centers. The value punched in column 30
appears as NMAP on the printed output. If you want the
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| r = i 1 * 1 = ™
} = o | R = 11 Eadri 1.—
1 ' T ] (trherwy o
| i i Ll a o & L ] & ¥ 1 b t

ls the printing of the list of node

.:_l"_j

5ervice area, and 1i1ts value appears

printed output. [f you want this infor-
1L J printed, punch a 1 in column 35. Otherwise,
lea ] I 1-35 blank

1 1 D | € [ J‘_Illt. T Vil 1) I 1' T
lable output from this problem, skip to 9.9.
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form, ‘r,"flI'H'f'e y 2 1n
mn 40, I'f you use MACH=2, it is recommended that
pecify output unit 7 as a tape or disk data set,
ither than as punched cards. 'he value of MACH will
ppear on the header record for machine-readable out-

Y
J N If you have a value of aggregate (not average) distance
with which vou wish to compare the a igregate distance
: I = = = aw ey % . Fy W . = o B = T w 1 5 - "oy | . o P
) 1 W = }.=f’:'1_.!.*".7., punci -he value vou wish t mpare
LI olumns 41-50, lne Program wl ] 1 make the caompar1son

for the starting solution and for the final solution
nparison 1s made as the ratioc

lue to the aggregate dis-

9.10 If you are not using the trade-off algorithm on this
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7§ Ji!-r [ '11 dldalaanl 3
I ILEelr S -9 al en
1 T 1 ' - i
g I | \ 1L On s 1T 1 I
I e ] 1 prevent n al rithn

1 i 1} laates t recel i onstraint,
pu the tvr ) | straint in olumn 1 c the rd,
ind punch the ID numbe f each candidate to receiv
th nstraint in columns 2-10 of a separate car '
I se many g IpS ndidate nodes as you wish

mple, assume that nodes with ID numbers
ind 48 already have location constraints of type
1 previous problem definition, and that thwau‘ﬂfn the
only nodes that had constraints in that problem. A

change the constraints might be

-1 ot |

-
1 :
25
6
b |

'nis deck will clear the constraint from node 7; impose
a constraint of type 1 on nodes 6 and 29; replace the
constraint of type 1 on node 13 with a constraint of

type 2; and impose a constraint of type 2 on node 17.
er imposing these location constraints, the program
will print a list of candidates having constraint type
0 (7 and, in this example, all candidates except 6, 13,
17, 29, and 48), constraint type 1 (6, 29, and 4B), and
] : (13 and 17).
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STARTING SOLUTION (required)

In fields of ten columns, punch the ID numbers of your
initial center locations, except for fixed centers.
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14.0

14.1

Thus, 1f the data base contains three €£3
and you wish to find locations for an

fourteen centers, punch only the ID nun
fourteen, If, as in this case, you mus

for more than eight centers, punch the h .
location i1in the first ten columns of a second card.

Use as many cards as necessary. The ID numbers may be
punched in any order.

Note that your initial center locations must be candi-
date nodes and must not contain ID numbers for fixed
centers.

If you are using the trade-off algorithm to solve this
problem (9.2), the starting solution should contain the
ID numbers of the candidates that have the highest
sultability or second factor values.

If you are not imposing a set of specif
constraints on this problem (9.5), skij

MAXIMUM DISTANCE CONSTRAINTS (optiona

If you want to i1mpose the first maximu stance con-
straint before the algorithm tries to solve the problem,
leave the first five columns of this deck blank. Other-

wise, punch 1 in column 5 to have the algorithm solv
the problem without any maximum distance constraint
before it imposes the first one.

In columns 6-10, punch the first maximum distance
constraint to be imposed on this problem. In succeeding

fields of five columns, punch any additional maximum
distance constraints, in order of decreasing length. If
more than fifteen constraints are to be imposed, punch
the sixteenth constraint in columns 1-5 of a second

L
and continue the rest of the constraints on that c:

If you are not using the add algorithm on this problem,
skip to 14.8,

INPUT TO THE ADD ALGORITHM (optional). '

Input to the add algorithm consists of a control card,
followed by an optional list of locations where centers
are to be added.

In columns 1-10 of the control card for the add algo-
rithm, punch the number of locations at which the algo-
rithm is to add centers.
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Error Conditions
T 7 1
The following conditions will produc:
ind stop the program
| . .1 st f nodes (2.1), s1z¢ f ~ 4
wr length of ongest istance stri eds
program dimensions.
2 . End-of-file while reading index L ] ince t
1 - | - i . |
:"i’-]l \c1on rile X s € Ol LaCh 1 1 1 1 DdS
r while reading starting solution o1 1 mur
lilstanCe constraints for a problem C 1t1

3 Input error (IBM ERR=) whilile reading index file

- | i 1 - - r
distance file, or second factor in data base, or
while reading starting solution for a problem
definition.
|
5= First field of index file does not correspond

the position of the node in the list of nodes 3 . 4

rTr

5 First element of a distance string is not the
diagonal element from the candidate's co
1 X

original distance matr

e
I
-

l':";l-:ll1||

b. Data base has no nodes inside the study region

(4.2).




1

5
. -
- [ . b - —1
{ . = L =
]
& * -
b ¥ ¥ -
L = - = -
" .
- > - . e | e
| J > ru
e, 4
i {
- . - -
i . ;
a + !
w
[ = e
v ’
4
. | - . . + -
. = - . s »
1 —= P " 2
. v L
Y - k b 1 =
- i
o : — - .
{ - i
Y . ‘ .
- = . [ -
- = 4 - l
- i .
b L s .
F = - - } -
’ '
. ] i v
4 + b
.

"
s
b =
& -
- b
- .
) j i
5 . . i
- -
k F .
¥ [
Il (- "
* ' H
" - :
i
. "
i 5

v
- - i
r L
a i
. L
b ‘
4 ¥l
+
—
F
! L .
b




nter at a nod:s that 1s not
has a location constraint f 2

reqgue St

Request for the add alagorithm to 2
candidate that 1lready has a center. [ano?

reques t

4. Request for the add algoritl O | ‘entcel '
node that does not appear 1in 1 he 11ST f nodes
[gnore the request.

The array dimensions 1in the listan
a data base of 150 nodes, a distance fi
rances, a distance string of 150 distar
definition of 150 centers. The comment : egin-
ning of the program give directions f
dimensions of the program arrays.

e
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E AHREAS (NGDE 1D, WEIGHT, AND DISTANCE TO CENTER, wWHICH IS FIARSY 10 IN EACH AREA)

\ 4027 0 «T 1733 2" 5 124l 6 30 L7755 3T 31 Tos L
dh 125 H&
10 2 7aT 0 . 13 20 546 | | 1194 o7 19 9372 5
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L} ST EXPENDAALE CENTER 15 28
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START

TRACE=0OFF

ALGURITTHM

(MODIFIED

TEITZ AND BARTI

CHANGES

CHANGES =

OLD CENTER COST IF OROPPED NEW CENTER TOTAL COST NET CHANGE PERCENT CHMANGE SECOND FACTOR
& 7 157251 18 260Tal? 1012376 53.L005 05497
Fa | 83408 19 252444 Bl21] 3:1151 0« 5189
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L 1Aa)t 23 10ar i 43 | T ‘e 3 7T 1 79
& 1320 { H iy 33 N A& 5 | 11 5 X
UMHMARY STATLSTICS
1 fA mE 1 GHT UIiESTaA 1 i 3y N5 | | s &%
A KAGE DISTANCE TO MNEAMREST CENTH 5 T T I NS0 4.308
L Al b ol ILFM, MAxlsEim FISTANCE TRAVELE I5 & FROM NODE 10 ENTEH |
IRSLOE I Y REGION, MAxX IMus DEISFTamCE THRAVELED | &8 FHROM KRODE TO CENMTER |
& HAuk v LU ¥ CiND F i 1R -y J &
- T FriPENQA CENTER 15 iy
il i\ = Il PEASFEF THE DAJECT IVE FUNLTIUN BY 1572%1 b IROP P WITHUUWY REPLACEMENT
Y FIC lenLY I ERENT SCOLUTIDON LUMP A Wil [NPUT &L U S ELY.
PERLENI HANGE N OBJECTIVE FUNLTION FRC® INITIAL LISI ; ENTERS | b9.T39
Fk M LAST PRINTING 15 69 739
CENTER | ATIUNS AT BEGINNIN F PRCALEM i
1O | 4 li '@ iy &3 &2
LOCAT ICNS OF NTERS AT ENDO OF ALGORITHM
i l |2 | &2 12 32 ok 31 &0
J3E FEWLLM AL GUH § THH
STARY TEITZI AMD BHART ALGORITHM




LD CENTER COST |F DROPPED MEw CEMNTER TOTAL COST NET CHANGE PERCENT CHANGE SECOND FacCTOR

&0 TT145%8 11 I6TO027T6 303793 1.7T8T) D.4727

32 1894103 Tk L58%022 AL25% 4.,8647 D.%512

&2 157251 45 1561823 27159 leTLLT 042617
o SO o SO SR Rt ———— SRR S Sl T e T 4
LH&H[JE.J - ]
--_---,-____--__-.___‘..-._.---._--__*----.__.._-Aﬁ*--4------‘a--~----————----~~————--——*—---————~‘—--EHH CYCLE Fd
CHANGES = ©

END TEITZ AND RART ALGORITHM

LIST GF CENTERS

CENMTER WE LGHT DISTAKCE * WEIGHT AVERAGE DISTANCE COST IF DAROPPED SECOND FACTOR
3 rab | 23111 4. 088 yTr102% 0.6023
10 4126 4595 ] Ll.L3T L8405 Oa®%9dd
io 953 56041 12.310 220600 Q.a%hH4%
| 4260 Bal4B 15.551 BT965T Q%153
“5 BLYS | B&989 29.5685% LB%%S50 Jd«1L B55
iz 9030 FE T A S g T«25 f0B0OLA 0.5148%
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44 1268¢ 14 70%0 11.595 535107 U.7420
31 5422 92066 16.980 La541 8 0.3952
11 6041 | 38383 311.153 BOolLasl O.1169
o FOR ThE LIST OF CENTERS AEBOVYE:
i
TOUTAL wEIGHTED DISTANCE 1S 1561823 I NS LDE 15al823
AVERAGE CISTANCE TO MEAREST CENTER 15 22324 INSIDE 22:32%

LIST OF TRADE AREAS (NODE IDs WEIGHT, AND ODISTANCE TO CENTER, WHICH IS5 FIRST 10 IN EACH AREA)

3 «027 0 &7 33 25 5 1241 1h 30 L7755 37 18 L90% 55
10 27161 0 2% @l) il 20 544 4H
is 2RA82 C 13 T&7 13 1% 90& 1
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y2 120% L 9 2% & i B 139 10 ' T &2 T6
b4 BTA0 g 3% 1607 12 &8 1198 20 i o L7 13137 32
15 ris 18

31 1A3S i 23 l10ar 16 43 | T3¢ Py

L1 143 C 39 VE W 20 [ H&S 30 L 19 i 5 L9 11948 ik
40 1320 5%




SUMMARY STATISTILCS

¥ 4

TOTAL WEIGHTED DISTAM.E 15 15461823 InNS 1 DI 1561823
EST CENTER 15 22324 INSIDEe 22.312%

AvERAGWE DISTANCE TO KEAR

Vi [ PRIIHL E M MA R AT i R . s FRIM N k I TO CENTER 3 i
[ 4 T UDY FGIGMH. ™ J | & s FROM NOODE ! CENTER 3 &
&Yl L . F L A I 4 J f B
-, I i JUAHLE CENTER 1S * 5
WilCH mCULY INCREASE THE OBJECTIVE FUNCTICON aY 184450 IF OROPPED wWITHOUT REPLALEMENT
EFFIL eSS0y F CURBENT SOLUTION COMPARED wWITH INPUT VALUE 15 100 .0000
PERCENT LHANGE IN OBJECTIVE FUNCTION FROM INITIAL LIST OF CENTERS 43 12.2098
FAOM LAST PRINTING 15 B. Lok d
CENTEH LCCATIONS AT BEGINNING CF PRCBLEM i
e l& | 9 12 28 & & i3 &z
; LOCAT LONS OF CENTERS AT END OF ALGORITHAM
i 10 | & 1 a5 12 34 “4 3l L1
WO CF FRAUBLEM l
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CENTER WE o+ 1 DISTAMCE * LEIGHT AVERAGE DISTANCE COST IF GROPPED
1L LTS B 253451 Y&, 357 226852
4 2941 4 9640846 AT.935 BaZ384)
9 10852 842141 WD, T4hY FOERT- TR
16 G987 4486313 by, 9¢2 £359902
i 167151 1671992 65,8468 3530930
FOR THE LIST OF CEMTERS ABOYE:
TCIAL WEIGHTED DISTANCE 1S 2876103 INSTDE ZBT76103
AVERAGE CISTANCE TDO MEAREST CENTER 15 4l.109 INSIDE 4l«10%
LIST CF KCDES
MODE CENT ER WEIGHT DIAaT MODE CENTER Wk I GHT DIST
1] 1 b4 FAL1 15 i1 2 EL.] 592 a2 i1
1 iy 9 1536 13 11 5 i LY V& !
i1 I } b5 &2 i 4o 11 4 I 819 15 11
11 10 i & 2iI6T =1 11 il | 233 0 11
11 i3 d9 T&1 X 11 | & 29 13 % | 11
I 1 16 i BA¢ &5 il 17 & 1347 ; [ 1
| ] 19 i1 l1lsd 1 il 20 11 Ehh ba L]
1] F i 4 36 a5 1 G 11 23 i LCal 85 1]
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SUMMABRY STATISTICS
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YyERALCGE WALU LF 5§ u 1036 D.&5 34
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] L
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— -

Al BEGINNING OF PRCAL EM Fi
o ” ¥ é
ERS AT END OF AL 11T HH
& & ]
T
i ROUT | ME
i WOULD COMMAND A TRAGE AREA POPULATION OF 1 FR
I M IRJECTIVE FuNCliut 10 Ja2d%HD
4 63 1 T34 12 1356 22 HS 7
15 23 LOA T
EFNRE CCHTINUING THE ANALYSIES
¥4 WOULD CCHMMANDG A& TRADE AREA POPULATION OF 5622 FROM
ITRE OBJECTIVE FUuNCI1IGN 10 2T540 32
‘4 & 1 JT3 i RE & & LL&&
45
H IN FURTHER ANALYSILS
Hill |j."‘u:
[HT DISTANKCE * WEIGHIT AYERALE | 5TANCE COS5T IF FOPPED
3 253251 b. 397 V56 T
el % Ghé&DHE VT.9% B AL ]
5 . A | 0. T} FAl R L
- 10 1 1967 GlG LA &T373
g P b 141 ; L2.THS 1659863
0 0
b2 2 L1931 7E 3&h. 36| L2207]
CENTERS APOVE:
STAMRCE IS 2715032 INS | DI el5%
Td MEARESTYT CENMTER 15 3%« 345 I3l DE 359.:386"
ENIT ER E | | 3151 NODE CENTER WEIGHT 1157
& Hll ! 11 g 16 £ i I3 11
2 15314 13 11 5 3 1241 X 11
¢ 42 2 i | 1 M 11 il 15 11
i 161 55 11 11 L1 T I |
| il &1 i1 L% " | i1

THE
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| A1
FOLLOwWING i

12 1205
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I 1 16 29 ZBH2 &5 il 17 w4 1337
i1l 1% 11 115948 1) I1 20 11 5% b
i1 22 6 g5l 11 23 i LCat?
i1 25 -l al3 52 11 26 29 155
11 28 i 2328 BEh 11 29 £9 LLLY
11 J1 § 1835 &T 11 iz L L 120
i1 14 q 4 133 Q 11 15 4 iy 1607
i1 7 3 Th& 5% 11 38 }o 139
11 &0 il 1320 55 i1 51 i 9713
i1 &) 3 T & d 11 &b iyly 6740
L Sk 14 LI&& 22 [ &7 y 133
il 49 14 529 43 i1
SUYHMAAY STATISTICS
FOTAL WL IGHTED DISTANCE [5 2154032 INSLOE 271540232
AVERAGE LCISTANCE TO NEAREST CENTER 15 15,1465 INSIDE 39.365
UVER ENTIBRE PRUBLEM, ™MAX|MUM DISTANLCE TRAVELED 15 92 FRUM MNUDE
INSIODE STUDY REGION, HMAX (MU= DISTANCE TRAVELED 15 92 FROM MNODE
AVERAGE VYALUE CF SECCNDO FACTOR 15 4097
mUST EXPFNDABLE CENTER 15 28
WHICH WOULD INCREASE THE ORJECTIVE FuNCTION AY 0 IF DROPPED wiTHOUT
PERCENT CHANGE IN OBJECTIVE FUNCTION FROM INLTIAL LIST OF CENTERS 15 19,
FROM LAST PRINTING 15 & .
CEMTER LOCATICNS AT BEGINNING CF PRCBLEM .
Ll el A ! .
LOCAT IuhS UF CENTERS AT END OF ALGORITHM
11 iy dy 29 LY. 3 ry 1%
END OF PEOBLEM 2
OBJECTIVE JUNCTICN AT START ANL END OF | ! N
1 5620048 1561822
2 13737119 2754032
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Since an ignored node causes all solutions in ALl
tO violate all maximum distance constraints the us of s
nodes prevents ALLOC V Crom 1mposing mort

l1stance constraint per problem definition This loss 11

flexibility can be more than made up fot DYy not riT t
recreate or reindex a large data base for a region, howew

Program Features and Flow

RENCH consists of four sections.
reads data to determine the locations of ca
enters, and nodes to be ignored as well a !
implicit maximum distance to be used in thi
file. This section will be discussed in m
below. If fixed centers are used to exclu
second section of RETRENCH reads the distai
file to find the distance from each node t
fixed center. This operation is termed the
through the data. The third section of RF
second pass through the data, and this is wh
creates the new distance file and corresponding index fi .
Finally, the fourth section of RETRENCH writes out summary
information about the new distance file and reformats some
data for easier use by ALLOC VI.

Section 1: Defining How to Shorten the Dist

RETRENCH uses three methods to determine whicl des are
to be candidates and which are not. L. can reqgui) a
-

candidate to have some minimum population. It can require

all candidates to lie within the study region boundary f
data base. Finally, 1t can permit the analyst to declare

the candidacy status of individual nodes in the ita base.

This permits the analyst to override the results of the
other two methods.

For most applications, 1t 1s probably simplest to use
just one of the three methods to declare candidates. The
three methods may be used in combination, but the order in
which they operate is fixed by the program. Since the three
methods may conflict for one or more nodes, the order i
which the program conducts them determines the final status
of each node. RETRENCH starts by assuming that the data

base contains no candidates. It then reads the popu

[ S—
i |
[
-
|
v on
4
-




y imum population sufficiently high or low,
Tol ot X £ the nodes candidates
. L 1 1e ICS1de tne SsStudy reglon are
| candidacy, the program then ccludes
RENC eads any declarations of candidacy
| pplied by the anal t and adjusts the list
f 1dates cordingly.
Specifyi fixed centers is much simpler than deciding
l1dacy. [f fixed centers are to be used, the program
requlres a simple list of the node ID numbers for these

ters, [f a Tixed center occurs at a node that was not

1de a candidate earlier, RETRENCH adds the node to the list
>f candidates. Because the list of fixed centers must be
prepared in a slightly different form from that needed by
ALILOC VI, RETRENCH reformats the list of fixed centers nd
punches 1t 1 the form that ALLOC VI reqguires.

' pare ' JNol them. If a fixed center appears 1n the
151 I es to bi 1gnored, RETRENCI 10otes this with an
errox Sagt nd stops. [f a candidate appears i1n the list
f nodes t be i1gnored, the reguest to ignore will override
and 1 , and the node will not appear as a candidate 1n
the new files.
Section 2: 'he First Pass

! first pass through the data has two purposes. The
maln purpos s find the 1stance from each node to its
nearest center. If fixed centers are not sed to exclude
1 3 , RETRENC siders ti F1rsi 1SS unnecessary and
..:' F rm 1 .

18 S nd purpose of the first pass is to determine
ctnat node, other than those to be ignored, can be
Servi m a least one candidate in the new distance Xl
RETREN ssumes that the ew data bas n ld permit every
node t served, an it stops ] inds unservable
nodaes purpose o this check 1 » prevent RETRENCI

i from wast 7 time preparing a distance fi that would E
1Sl 1¢ iT\_i"l{': 11-" OY M L I y =25 i prej I i
1stance file that will not low service t S OMmE ‘ he

n g 1F 38 ne ssary t run RETREN 1 Sf nd time nd
iirect =t ] ore Fhe nsel bl des i1dentified during
the first rur 5 he program.




The distance from each node to 1ts nearest ce
fected by the number and locations of candidat es,
long as the number and locations of fixed cent:

change. Similarly, the first pass data 1s ga

in a way that is independent of the implicit AX 1mu 1
constraint to be imposed on the new data basi s long as

: C
the length of this distance in the original distance file

does not change. Thus, 1f two submissions of RETRENCH use
the same fixed centers and modify the same 1input dist:
and index files, the first pass data from one submission
could be saved and used in the other. This would reduce
the amount of file reading required by the second submlsslor
and, therefore, the cost of creating a ond ' i

file.
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Section 3: The Second Pass

The third section of RETRENCH rewinds t!
distance files if a first pass was performe
the files, identifies unnecessary distances,
index file, and writes the new 1in 3
unformatted, on the output units requested b
For simplicity, RETRENCH prepares the new 1
only a single distance class. RETRENCH mak
of the new index and distance files. This
1seful 1in Lhﬂtorﬂﬂrlinr why ALLOC VI fails to
node from a specific center, when the analy:
suggests that it should.

un

st 's intuat

It should be noted that the new index file and distand
file are in exactly the same form as the original ones. *hr
two sets of files differ only in their length and specific
information.

Section 4: Summary Information

After completing the second pass, RETRENCH writes the

population file of the p-median data base as unformatted dat:

on the same unit as the new distance file. This permits
ALLOC VI to read both files from a single input unit and
thereby reduces the amount of core storage needed for input
buffers. This reduction, while small, has been valuable
the p-median data base was large,

RETRENCH prepares two summary tables at the end of its

when

work. One contains the number of distances of any length in

the new distance file. This information is useful for
estimating the amount of core storage that ALLOC VI will
need for storing the p-median data base. The second table

gives the number of nodes that are a given distance from their

140
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FIGURE VI-. sample Input Deck >r RETRENCH
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[//RETRENCH JOB [15000000), "HILLSHAN' -'.‘._ ] : | | |
; | l— v . FOPLLATION FORMAT AMD DECK (REDUIRED)

ol CONTROL CARD [REQUIRED)

—
/ £ THIS EXANPLE ASSUMES THAT RETRENCH
AT 19 IN LOAD MODLLE FORM

-Eﬁ-- . JOB CARD




-
n

-
N

In columns 11-15, punch the largest dist

appears in the original distance f1 [l

be exact and not an estimate as permitted

In columns 16-20, punch the maximum distanc:

saved in the output distance file. This lue ma

less than or equal to the value in 1.3 above. hi

value will be termed LAMBDA.

In columns 21-30, punch the minimum population 1

ment for a candidate node. [f this field 1s left

it will be read as a zero, and all nodes will be n

candidates. If the value in this field 1s larger

any node population, no nodes will be made and 1
yae

Punching 350 in this field will prevent any no
idate unless it has a population

being made a candid
350 or more, and so forth.

Inside/outside declarations (1.6) and can
ation cards (1.7) may be used to overrid:
of the minimum population requirement.

Columns 31-35 control whether nodes outsi
region are to be candidates or not. To
outside the study region from being cand

1

1 in column 35. Otherwise leave columns
]

The use of the inside/outside declarations

ove

effects of the minimum population reguirement (Il

may be overridden by candidate declaration

If no node candidacy declaration cards are

-~

re
skip to 1.8, Otherwise, in columns 36-40,
number of candidacy declaration cards to be

value will be termed KARB.
Node candidacy declaration cards override

outside declarations (1.6).

r the
the minimum population requirement (1.5) and ti

cards
=  —_
| Y L.Jt._:
¥ -
l_-" '.l

v

If you are not using any fixed centers, skip to

Otherwise, in columns 41-45, punch the number of i

centers. This value will be termed MFIX.

1

inside/

lar
ha
Om
f
i

CLS

9

-
=T
. Lt

]
-
A

If you do not wish to ignore any nodes in the new dis-
tance file, skip to 1.10. Otherwise, 1in columns

punch the number of nodes to be ignored.
will be termed JUNK.

If you wish to use data from the first pass of an earlier
Jther-

This

run of the program during this run, skip to 1.1l.
wise punch a 1lincolumn 55 and, 1if you are using fixed
centers (1.8), the program will make the first pass.

144
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punch ambe
‘ or the population file.,

unch the input unit number for
population file,

>-66, punch the input unit number foi

reading the unformatted index file.

In columns 67-68, punch the input unit number for
readling the unformatted distance file.

If first pass data from an earlier run are to be read
(1.10), 1n columns 69-70 punch the input unit number

i in will make the first pass through the data
(1.10) and you wish to save the results of
pass for use 1n future runs, 1n columns 71-72 punch the

wuwtput unit number for punching the first pass results.

In columns 73-74, punch the output unit number for the
new 1nds file.

[In columns 75-76, punch the output unit number for the
new distance file.

[In columns 77-78, punch the output unit number for the
list of fixed centers and the list of candidates to be

d 1n setting location constraints in ALLOC VI. It
1s strongly recommended that this unit be a card punch
(unit 7 at most installations).

FORMAT TO READ NODE POPULATION FILE (required).
On the next card, punch a Fortran format to read one

card of the population file. The format must specify
integer fields.

population to a card, with the ID number punched in
columns 1-10 and the population in columns 11-20. The
format for this deck would be (2I10). If the popula-
tions were punched four to a card, with ten columns

for each ID number and population, the format for the

For example, the population file might be punched one

. e b e N

The node population file contains the node ID numbers
and populations punched together for each node, with




the ID number preceding the population of the
You may punch more than one ID and populatio:
as long as you do not split a node ID and por
between two cards, and as long as each card
possibly the last in the deck) has the same
numbers and populations.

Unlike the ALLOC programs, RETRENCH requires that the
node ID numbers and populations be in the same order as
the node ID numbers in the index file (8.0 below).
RETRENCH will not rearrange the populations into the
proper order.

If you are not limiting node candidacy to nodes within
the study region (1.6), skip to 4.9.

INSIDE/OUTSIDE DECLARATION DECK (optional).

Each card column of the inside/outside declarati eck
corresponds to one node in the list of nodes. [£ ¢
list of nodes contains more than 80 nodes, then thi
first column of the second card of the deck rrespor
to the 8lst node in the list, and so forth.

If a node is inside the study region, punch a 1 in 1t
column of the deck. If a node is outside the study
region, punch a 0 in 1its column .8

If you are not using any candidacy declaration cards
{1.5), s8kip to. 5.9.

CANDIDACY DECLARATION CARDS (optional).

A candidacy declaration deck consists of a header ~ard
followed by a list of KARB (1.5) nodes with their candi-
dacy status.

In columns 1-4 of the header card, punch DECL.

A candidacy declaration card may be punched in either of

two formats, and a single deck may contain cards 1in

both formats if desired. !

To use the first format, punch a 1 in column 1 of the
declaration card. 1In columns 2-10, punch the node ID
number of the node to be declared. In column 15, punch
T if the node is to be a candidate and F if it is not.

nodes are inside the study region and which are not, RETRE

Bhlthouqh the index file (9.2 below) indicates which
: NCH

1o

must have this information before it begins to read the 1index
file.
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To use the second format, leave lumn 1

columns 2-10, punch the positio: i

list of nodes (the row subscript of the

original distance matrix).

If the program will not read data from an earlie:
first pass during this submisison (1.10), skip to

8.9

FIRST PASS DATA (optional).

The following description 1s for the sake of complete-
ness, since you normally will not punch the first
data yourself.

Each field of five columns corresponds t nods
the list of nodes. When the list of

more than sixteen nodes, the first fi:

second card corresponds to the sevent«

the list and so forth.

In the field for each node, punch the

the node to 1its nearest fixed center

node does not appear in the distance

fixed center (that is, 1f it cannot b

least one fixed center within the i1mplici

distance constraint used to create the old dist
file), punch 32000 in the field for the node.

This completes the punched input data for RETRENCH.
The remaining data, described below, are unformatted
and must be read from disk, tape, or some other
medium that can be rewound and reread durl:

cution of the program.

4

INDEX AND DISTANCE FILE (required).

The following descriptions are similar to those for
the distance and index files read by ALIOC VI. There
are two differences, however. ALLOC VI can reat
these files as formatted or unformatted data;
RETRENCH requires that they be unformatted. In |
addition, RETRENCH requires that every node 1in the

list of nodes have a string in the distance file

that it reads. ALLOC VI permits strings to be mis-

sing, as for nodes that are not candidates. Thus,

if RETRENCH creates a distance file with missing

distance strings, as it will do when some nodes are

not candidates, it cannot read that distance file to

shorten it again.

et

For each node in the list of nodes, the index file
must contain:
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FIGURE VI-< Sample Printed Output from
ROCTRENCH (abridaged)
PR ODGRAM R ETHRENCLCMH
WHITTEN LY EUWARD L. HILLSMAN
DcPARTMeNT UF GEUGR APHY
THe uNIVERSITY GF 10wWA
SUMMER y 1977
EUTT INUEX amMb ULISTasmLE rFfILES FUR «3 NUDES
INPUT INUEX Flie CONTAINS 1 CRALTICAL DISTANCE CLASSIES ) --OUTPUT FILE WilLL CONTAIN 1
¢ MAXIMUM ulSTaNCE IN INPUT UISTANLE FILE 13 100-=MAXIMUM IN OUTPUT FILE WILL BE 100
Bd

AcAlU POPULATION Flie FAUM 170 UNLET %
PUPJLAT IunN FILE HMAS BEEN AcAU

CANDADALCY

USINe & PUPULAT Jun LE DUl AS A LUWER

AR E L A ITRARY DeCoaRATILNS UF NODE

LIMIT FUR CANDIDACY, &% MOUES ARE CAMDIUATES

CANGLDACY

THESE MAY OUPLICATE THE PRUOGHaAMMED OECLAMAT IUNS ABOVE

THE FOL LW Nis vy MOUES ARE CaANUIDATES

12 13 |
23 e 2
-5 1.0 af
=il is -
ALL UTHE®R NMuDeS AHE INELIWISLE

FOR CENTERS

- - 10
16 | 7 1% £0
2a 7y 1 1 32
3% . | 4 & 3 -
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33
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= ted p-medilian problems 1n parclct lar. ) resSulL, -1

nroagrams are often awkward to use on edited problems, and
; hovy ?"-_"--:'-li_l_ . Iireater care wheﬁ -.-, At a Ol I t“..E",'.: E—_; rOD |_,_:[;;:_‘ ire
. I UL - : : 4 » i
prepared and when solutions are interpreted. It 1s hoped
'\ at the programs '-'-fi 1 1] be revl sed 1n the next rour years

and that these shortcomings will be eliminated

[i

~ 4 " S 13 ot et al= R MTI=LtI~1. +ho
Before proceeding to the directions, however, ne

Appendix presents four examples for :vfwrr¢nw;-h;raﬁﬁ_'&f
directions. Although the examples cover a wil ie range oOf
potential editing methods, they a intended to thxnsn
the possibilities, and their Pruﬁrn1nt1?n makes nﬂ.riipr*
to teach how to edit. Additional examples, and justifica=
tion that the examples below perform as jﬂajr'
found in Church (1974) and in Hillsman (19/3)
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[
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[

e

I

v
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ke

_—

L

—
-

iata base
consists of a list of nodes, a matrix O C nces bﬁwaE“
the nodes, and a list of the node populatlions. 'he ALLOC
AINE ] ] nc - de populations
programs use the distance matrix ind the node pgpilJfL ns
to compute a coefficient matrix C in the following manner:

As described in Chapter I, the p-media

- &

€N
P

o]

il

c.. = w:d.. for all 1 and ]
1) i |

E - .. . - - el 4 s 3 - 5 " g -

w: is the population of node i, and dj4 is the dis

where wj 1t POE | _ »
tance from node i to node j. The algorithms in the ALILOC
B i . Vol sl it 3 i 1 - "’ ' - I :
programs operate on the computed coefficient matrix €, and
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not directly on the distance matrix f 11v]
weighted distance by the weight, however, the
recover the original distances and use ther
various summary statistics.

Chapter I alst 1SCUSSe the us 1% 1
constraints in the p-median model. At that time, 1t w
noted that the programs imposed the constraints by ident

fying all distances greater than the maximum and then

setting them equal to a very large number. This method 1s
equivalent to computing the coefficient matrix C by settin

L -

b=

where M is an extremely large number, S is the largest d
tance to be used in the problem, and the remaini ] o

is the same as in the original p-median probl:

By generalizing the notion of the input
ALLOC programs in this manner, from that of
matrix to that of a coefficient matrix, it b:s
to consider many additional problems. For e

and ReVelle (1976) have defined a problem 1ir
objective is to serve as many people as poss
maximum distance, given a fixed number of c

"maximal covering location problem" can be sc SE:
following p-median coefficient matrix.

B i 0 for -‘f.l_.1 Ty
: ) (Example 2)
C.. = W FOr 0

1 1 59

A

The notation here is the same as in the earlier tw

As a third example of edited p-median problems
consider the problem solved by the trade-off algoritl
Chapter II. The problem seeks to minimize the avel

| =
—

srage

distance to the nearest center and to maximize the aveil
resource score of places that have centers. An ed a2d
coefficient matrix for this problem would be:

C.. = W;4;:. for 1 ¥ 3
1] el (Example 3)

where rs is the resource score for node j and k 1s a we laght

chosen by the user. Increasing |k| will give relatively
more emphasis to the average resource score and relatively
less to accessibility.
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[In general, the Teitz and Bair
be the least affected by different

algorithms in the programs bjective i
must be confirmed by future research Ther S
possibility that the performancd f som lgori
might improve when used on some types of fi
although this, too, 1is speculat

The final issue is that of interpreti £l =
that the programs find to edite problems LE e f
matrices are used with care, as discussed arlier,
ALLOC programs will give an accurat l1st f ter
optimum solution, an accurate objective function Ve
(subject to the correction described earli ) '»
accurate indication of the percentage change 1n the
tive function The list of centers and percentage
are properly labelled on the printed output the ok
function value is labelled "total weighted di
the printed itput for each problem, d "w
distance" in the summary at the end of the
for a run of the program.

The meaning, value, and accuracy of 11
ing printed and machine-readable output is hi
because it depends in large part upon the e
efficients used in the data base. Where th
elements are weighted distances, as in the E
4. then the nearest center will be report !
all nodes, as will the expendability of each cent
(labelled "cost if dropped" 1n s places). For

ome
ay

s information 0
.:'15 cl ru 1_1:" ’

times welagh

™
ALl

fficients, thi
for any specific node.
nearest center, distance
distances,
accurately for problems other than
or without distance constraints.

coe

To obtain accurate information
average distances, and so forth, 1t
the solution from an edited problem
as the initial starting solution on
that uses an unedited p-median data
ALLOC programs can compute the
rapidly and inexpensively 1if the
evaluate a solution without trying
option is described at 5.2 for ALLOC
ALLOC VI.
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